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 Schizophrenia is one of mental disorder that affects the mind, feeling,  
and behavior. Its treatment is usually permanent and quite complicated; 

therefore, early detection is important. Kernel KC-means and support vector 

machines are the methods known as a good classifier. This research, 

therefore, aims to compare kernel KC-means and support vector machines, 
using data obtained from Northwestern University, which consists  

of 171 schizophrenia and 221 non-schizophrenia samples. The performance 

accuracy, F1-score, and running time were examined using the 10-fold  

cross-validation method. From the experiments, kernel KC-means with  
the sixth-order polynomial kernel gives 87.18 percent accuracy and  

93.15 percent F1-score at the faster running time than support vector 

machines. However, with the same kernel, it was further deduced from  

the results that support vector machines provides better performance with  
an accuracy of 88.78 percent and F1-score of 94.05 percent.  
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1. INTRODUCTION  

Schizophrenia is a lifelong mental disorder that induces the mind, feeling, and behavior [1].  

It is characterized by unusual thoughts or experiences, disorganized speech patterns, and decreased 

participation in social life [2]. The World Health Organization stated that schizophrenia is not a common 

mental disorder; however, it affects more than 23 million people worldwide [3]. Approximately 220,000 

people in England and Wales are suffering from this ailment [4]. Moreover, from the study of one million six 

hundred thousand person includes 568 subjects with clinically relevant psychotic syndromes, this mental 

disorder is more common among males than females [5].  

Treatment of this mental disorder is usually permanent and often involves a combination  

of medications, psychotherapy, and coordinated particular care services. Therefore, it could be better 

assuming someone suffering this ailment is detected early to provide adequate family time to deliberate  

on a bunch of treatments that could be offered by this person. Various studies have already been developed in 

many ways. For instance, the linear support vector machines was implemented to detect the first episode of 

schizophrenia-spectrum disorder (FES) in patients and to differentiate those that are healthy with an accuracy 

of 62.34 percent [6]. In another study, the multilayer perceptron neural network (MLP NN) algorithm 

obtained 82 percent accuracy using the public gene expression omnibus (GEO) genome-wide expression 

dataset [7].  

https://creativecommons.org/licenses/by-sa/4.0/
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There were also k-NN with 85.7 percent accuracy, decision tree with 62.50 percent accuracy,  

and Naive Bayes with an accuracy of 87.71 for schizophrenia dataset which including in the latter dataset [8]. 

Moreover, with a total of 212 participants which consist of 141 schizophrenia patients and 71 healthy 

controls, the regularized SVM model gives accuracy of 86.6% in the training set of 127 individuals, 

meanwhile validation accuracy of 83.5 percent in an independent set of 85 people [9]. Meanwhile, SVM was 

able to classify the schizophrenia dataset with an accuracy of 90.1 percent and 95.0 percent in at least one 

simulation using linear and Gaussian kernel [10]. Mean accuracy of more than 90 percent was also obtained 

using Twin SVM with linear and Gaussian kernel [11]. According to these previous research, it was deduced 

that support vector machines is one of the well classifiers. As the other method, there is also kernel  

KC-means that known is better than the former KC-means in the classification task using the cluster analysis. 

This research, therefore, aims to expand the previous research by comparing the performance of kernel  

KC-means and support vector machines, both with the polynomial kernel function, using the same dataset as 

the last two methods.  

 

 

2. RESEARCH METHOD  

2.1.   Material 

In this research, the Northwestern University Schizophrenia dataset [12], consisting  

of 171 schizophrenia and 221 non-schizophrenia samples was used. The instances are described  

by 64 features, which were numerically and categorically characterized. Detailed information about these 

features are shown in Table 1.  

 

 

Table 1. Northwestern University chizophrenia dataset features 
Feature number Feature name Description 

1–34 
Scale for the Assessment of Positive Symptoms 

(SAPS) 1–34 
The answer for questionnaire SAPS which scale from 0 to 5 

35–59 
Scale for the Assessment of Negative Symptoms 

(SANS) 1–25 
The answer for questionnaire SANS which scale from 0 to 5 

60 Gender 
The gender of the patient 

(male or female) 

61 Dominant Hand Left or right hand 

62 Race Caucasian, African, American or other 

63 Ethnic Caucasian, African-American, or other 

64 Age Age of the patient 

 

 

2.2.  Methods 

This research makes use of two methods, namely kernel KC-means and support vector machines. 

The performances of these two methods are evaluated using 10-fold cross-validation. The dataset was 

divided randomly into ten mutually exclusive folds with an approximately equal number of samples [13]. 

Each fold then was taken as the validation data for testing the classification model, while the rest was taken 

for building model and has a role as the training data. This process was repeated until each fold have  

already been validation data, which was beneficial to the repeated random sub-sampling [14]. The use of  

the cross-validation approach in evaluating classifiers is considered due to its ability to avoid pitfalls in 

comparing these two methods [15].  

 

2.2.1. Kernel function 

The real-world applications often need more than linear functions. Therefore, as an alternative 

solution, kernel offers new representation by projecting the data into feature space that has higher dimension 

for the computational time of linear learning machines to be increased [16]. The kernel function for every 

𝒙, 𝒚 ∈ ℝn is defined in (1) [17].  

 

K(𝑥, 𝑦) =  (ϕ(𝑥), ϕ(𝑦)) (1)  

 

where ϕ is the mapping function from input data to the feature space. Besides, the distance between two 

mapped points in kernel representation is defined in (2) [17].  

 

d(x, y) = √K(𝑥, 𝑥) − 2K(𝑥, 𝑦) + K(𝑦, 𝑦) (2) 

 

This formula is substituted to replace the Euclidean distance commonly used. 
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There are several types of kernel functions, including linear, polynomial, Gaussian radial basis 

function (RBF), and sigmoid kernel function, with formulas are shown in Table 2. However, this research 

uses the polynomial kernel function with the polynomial order ℎ from 1 to 10. Based on Liu et al. [18], this 

kind of kernel function is appropriate for conditions where all the training data normalized.  

 

 

Table 2. Kernel functions 

 Name Formula 

1. Linear kernel function K(𝑥, 𝑦) = 𝑥 . 𝑦 

2. Polynomial kernel function K(𝑥, 𝑦) =  (𝑥 . 𝑦 + 1)ℎ 

3. Gaussian Radial Basis Function (RBF) kernel function K(𝑥, 𝑦) = exp (−
‖𝑥 − 𝑦‖2

2𝜎2
) 

4. Sigmoid kernel function K(𝑥, 𝑦) = tanh(𝜅𝑥 . 𝑦 − 𝛿) 

 

 

2.2.2. Kernel KC-means 

This method is a combination of K-Means, Fuzzy C-Means algorithm, and kernel function [19]  

with the purpose to makes the running time of fuzzy c-means faster with the same performance when only 

use its method. The kernel KC-means is also known as fast fuzzy clustering based on kernel. Kernel  

KC-means is a modified version of KC-means [20] proposed by Atiyah et al. Moreover, we have to minimize 

k-means and fuzzy c-means objective function, with the modification on the distance definition. Assume 𝑥𝑖 is 

the 𝑖-th sample, and 𝒗𝒋 is the 𝑗-th centroid. When applying k-means using kernel function, then our goal is to 

optimize the objective function shown in (3) [17].  

 

J = ∑ ∑ r𝑖𝑗 (K(𝑥𝑖, 𝑥𝑖) − 2K(𝑥𝑖, 𝑣𝑗) + K(𝑣𝑗, 𝑣𝑗))𝑐
𝑗=1

𝑛
𝑖=1  (3) 

 

where 

 

r𝑖𝑘 = {
1 , if k = arg min d2(x𝑖 , v𝑗)     

0 , otherwise                              
 (4) 

 

Meanwhile, when applying fuzzy kernel c-means, our goal is to optimize the objective function (5) [21]: 

 

J𝑚 = ∑ ∑ (u𝑖𝑗)
𝑚

[K(𝑥𝑖, 𝑥𝑖) − 2K(𝑥𝑖, 𝑣𝑗) + K(𝑣𝑗, 𝑣𝑗)]𝑐
𝑗=1

𝑛
𝑖=1  (5) 

 

where u𝑖𝑗 is the membership value of the 𝑖-th sample in the 𝑗-th cluster that satisfies these two conditions: 

 
∑ u𝑖𝑗 = 1𝑐

𝑗=1 , 𝑖 = 1, 2, … , 𝑛 (6) 

 

0 < ∑ u𝑖𝑗
𝑛
𝑖=1 < 𝑛 , 𝑗 = 1, 2, … , 𝑐 (7) 

 

with 𝑐 < 𝑛 being a positive integer. The algorithm of this method is given in Figure 1.  

 

2.2.3.  Support vector machines 

This method is appropriate to uses when there are precisely two classes. According to  

Vapnik et al. [22], data points are considered as support vectors, and the goal, therefore, is to find the best 

hyperplane that able t separate them into classes. The scheme of this method is seen in Figure 2 [23], where 

H is the hyperplane, W is the normal vector to the hyperplane, while m is the minimum distance between 

positive and negative hyperplanes. 

Moreover, the kernel approach is used to resolve a simple hyperplane that is useful in  

a classification problem with only two classes. In other words, this method brings the form of mapping input 

into a space that has higher dimension to support nonlinear classification problems where the hyperplane 

causes the maximum separation between each class [24]. Therefore, the optimization problem observed  

is defined to minimize the following function [25] while determining the value of weight w ∈ ℝn and  

the bias b ∈ ℝn. 

 
1

2
‖𝑤‖2 (8) 
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s.t     y𝑖(𝑤T ⋅  𝑥𝑖 + b) ≥ 1    , ∀𝑖 = 1, 2, … 𝑁 (9) 

 

Then the decision function to optimize the margin is defined as (10) [25]: 

 

f(𝑥) =  sign(𝑤 ⋅  𝑥 + b) (10) 

 

where the value of 𝑤 and b is obtained using the formula in (11) and (12), respectively.  

 

𝑤 =  ∑ a𝑖y𝑖𝑥𝑖
𝑁
𝑖=1  (11) 

 

b =
1

N𝑠
∑ (y𝑖 − ∑ a𝑚y𝑚x𝑚𝑚∈𝑆 )𝑖∈𝑆  (12) 

 

with S is the vector set where a𝑖 ≠ 0 for every 𝑖 ∈ S and N𝑠 = |S|. This method is still considered due to its 

excellent performance that does not only maximizes margins but also minimizes existing errors [26].  

 

 

 
 

Figure 1. Kernel KC-means algorithm 

 

 

 

Figure 2. Support vector machines classification scheme 
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2.2.4. Performance measure 

This research uses accuracy and F1-score to measure performance based on the result  

of the confusion matrix. However, the proper use of metrics from the confusion matrix is necessary because 

it affects all statistical comparison metrics [27]. Therefore, accuracy is a subjective measure used to evaluate 

a classifier on a set of test data with the classifier’s prediction correctly divided by the total number  

of instances [28]. Meanwhile, F1-score, which considers both the precision and sensitivity, is used  

to distinguish the correct prediction of labels within different classes [29]. These two formulas are shown  

in (13) and (14): 

 

Accuracy =  
TP+TN

TP+TN+FP+FN
 (13) 

 

F1 − Score =  
2 ∗ sensitivity ∗ precision

sensitivity + precision
 (14) 

 

with sensitivity and precision is given in (15) and (16)  

 

Sensitivity =  
TP

TP+FN
 (15) 

 

Precision =  
TP

TP+FP
 (16) 

 

TP is the count of schizophrenia samples correctly diagnosed, FP is the number of non-schizophrenia 

samples incorrectly diagnosed, TN is the number of non-schizophrenia samples correctly diagnosed, and FN  

is the total of schizophrenia samples incorrectly diagnosed [30]. 

 

 

3. RESULTS AND ANALYSIS 

The performance of both kernel KC-means and support vector machines using polynomial kernel 

were examined with k-fold cross-validation where k = 10. In 10-fold cross-validation, ten folds with 

approximately equal size were formed from the dataset after randomly divided [13]. Furthermore, one fold is 

the validation data, while the rest is training data. This process repeats for ten times, which gives advantages 

of over repeated random sub-sampling [14]. The performance of kernel KC-means using polynomial kernel 

is shown in Table 3. In this table, the running time varied and was conducted under or in 0.1 seconds.  

Therefore, it is concluded that the highest value of accuracy and F1-score is obtained when the sixth-order 

polynomial kernel is utilized. Meanwhile, the performance of support vector machines using polynomial 

kernel is shown in Table 4. We can see in this table that the accuracy and F1-score is not as various as  

kernel KC-means.  

 

 

Table 3. The performance of kernel KC-means  

with polynomial kernel 

Polynomial 

Degree 

Accuracy 

(%) 

F1-Score 

(%) 

Running 

Time (s) 

1 74.36 85.29 0.10 

2 72.50 84.06 0.05 

3 72.50 84.06 0.02 

4 76.92 86.96 0.03 

5 82.05 90.14 0.04 

6 87.18 93.15 0.02 

7 71.79 83.58 0.03 

8 76.92 86.96 0.04 

9 76.92 86.96 0.02 

10 66.67 80.00 0.03 
 

Table 4. The performance of support vector 

machines with polynomial kernel 

Polynomial 

Degree 

Accuracy 

(%) 

F1-Score 

(%) 

Running 

Time (s) 

1 88.78 94.05 0.55 

2 88.78 94.05 0.15 

3 88.78 94.05 0.15 

4 88.78 94.05 0.15 

5 88.78 94.05 0.41 

6 88.78 94.05 0.09 

7 88.27 93.77 0.08 

8 88.52 93.91 0.08 

9 88.52 93.91 0.10 

10 88.27 93.77 0.08 
 

 

 

The accuracy and F1-score of this method are higher with 88.78 and 94.05 percent, respectively,  

in the sixth-order polynomial kernel. Besides, the fastest running time and the best performance is yielded 

when the sixth-order polynomial kernel. Therefore, the best performance of kernel KC-means and support 

vector machines which were obtained when the sixth-order polynomial kernel is compared in Table 5.  

In this table, we can conclude that support vector machines give better performance because of the accuracy 

and F1-score are 1.6% and 0.9% higher, respectively, than the performance of kernel KC-means. However, 
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KC-means delivers the performance in faster running time than support vector machines. Therefore,  

both methods deliver excellent results with the KC-means producing better running time.  

 

 

Table 5. The comparison between kernel KC-means and support vector machines  

with the sixth-order polynomial kernel function 

Method Accuracy (%) F1-Score (%) Running Time (s) 

Kernel KC-means 87.18 93.15 0.02 

Support Vector Machines 88.78 94.05 0.09 

 

 

4. CONCLUSION 

Treatment associated with a mental disorder, especially Schizophrenia, should be administered 

early. The medication is necessary because this mental disorder affects behavior, mind, and feeling.  

This research uses data which consists of 171 schizophrenia and 221 non-schizophrenia samples from 

Northwestern University to compare the performance of kernel KC-means and support vector machines  

in the schizophrenia classification task. From the experiment, kernel KC-means was found to give better 

running time with an accuracy of 87.18 percent and F1-score of 93.15 percent, which is lower than  

the support vector machines. The latter method still gives better accuracy and F1-score with 88.78 and  

94.05 percent, respectively. 

In this study, kernel KC-means, as well as support vector machines, provided high performance. 

However, there is space for improvement. For future researches, it was then encouraged to explore  

the possibility of constructing new models to obtain better performance, especially considering that 

polynomial kernel in both methods did not deliver above 90 percent of accuracy. It is also possible  

to implement these methods in other datasets; therefore, the model is examined in different ways with  

the result that it would be considered as the appropriate method which gives an accurate diagnosis.  
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