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 Employee attrition is one of the most significant business issues in human 

resource (HR) analytics. This research aims to identify the most critical 

elements that contribute to employee attrition. Businesses operate heavily on 

employee training in order to maximize the returns they will offer to the 

company in the future. By utilizing the employee information value concept, 

it has been discovered that employee features such as overtime, the total 

number of projects and job level have a significant impact on attrition. 

To find the probability of new employee attrition, various classification 

algorithms such as decision trees (DT) classifier, logistic regression (LR), 

random forests (RF), and K-means clustering are used. A comparative 

analysis of the models with different rating scales is carried out for the 

highest accuracy. For prediction, four diverse machine learning (ML) 

algorithms such as LR, RF, DT classifier, and k-nearest neighbors (k-NN) 

are used. DT classifier outperforms with 97% of accuracy than other 

techniques. The effects of predictive ML techniques on the employee dataset 

show that RF evaluation outperforms other ML techniques followed by 

model of LR for the specific dataset if precision is the preferred metric. 

Identification of HR is forecasted using ML algorithms on employee data. 
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1. INTRODUCTION  

Human resource (HR) is the organization of a company that is in charge of analysis, recruiting, 

monitoring and training job candidates, and managing employee benefit programs [1]. It refers to both the 

people who are working for a company or an organization and the division in charge of dealing with all 

employee related issues [2], [3]. Employees are among the most important resources in any organization or 

company. HR are critical in enabling businesses to engage with a business in a socially responsible business 

atmosphere and a higher improvement in the quality workers in the twenty-first decade [4], [5]. 

Employee churn is the most serious issue that a company faces, and it has a wide-ranging impact on 

how the company operates. In this age of intense competition, there are many variables such as salary, 

working conditions, and so on that lead to employee dissatisfaction [6]. Long working hours, family pressure, 

work experience, job role, distance traveled, office building, office conveniences, perks, and a variety of 

other factors may all play a role in employee attrition. It is critical for HR department for recognizing all of 

https://ieeexplore.ieee.org/abstract/document/7404017/
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these variables in order to improve employee fulfilment. As the quality has a direct impact on the workers’ 

employee’s productivity. Sometimes the employee has no problems in the company, but other companies 

may offer an improved profile with a better pay package. As a result, the employee may be willing to resign. 

Retaining a single employee necessitates extensive knowledge in a variety of areas. In this study, we attempt 

to identify significant contributors to employee attrition [7]. The primary motivation is to design employee 

turnover and why an employee is leaving the company, which will be beneficial to the company in the future. 

Until the employee submits his resignation, HR department should devise a strategy [8], [9]. As the primary 

course of HR management, employee turnover could provide administrators with decision support. In this 

research, we inability to discover employee turnover using a variety of continuous variables. Employee and job 

status classes are determined as two factors, with variable value varying based on the estate’s nation. We should 

offer a dataset of employee information to show how these models are work in practice. Lastly, it is 

demonstrated that the approach proposed in this study is extremely useful to managers when developing 

succession methods, supporting guidelines, and retirement legislation. 

This research comprises a comparative study of different algorithms utilizing model measurement 

measures such as accuracy, reminder, FN rate, F-measuring, in contrast to the majority of current focusing on 

a single company-specific algorithm. The reason for using several algorithms is that the special benefits and 

pitfalls of each algorithm. For example, if the rate of events is low, the logistic model fails, while random 

forests surpass. When the total attributes contain a large number of important attributes. Decision tree 

executes linear models when the data is highly non-linear. Through comparative study all the advantages and 

falls that allow companies to choose the best model for their data would be taken into account [10]. In this 

paper, a strategy dependent on artificial intelligence (AI) model that gives us the knowledge of worker’s 

turnover of an organization by recognizing its significant variables has been suggested. The referenced model is 

an all-encompassing way to deal with pick the most noteworthy weighted highlights in two stages. Our primary 

objective is to diminish the quantity of highlights and take out the most noticeable ones from the component 

determination process [11].  

In circumstances where a dataset requires enormous space for usefulness and might be liable to over 

fitting. There are two methods to follow so as to gain a reasonable perception and to abstain from overfitting: 

one is the system of dimensionality decrease and the other is the choice of highlights. We utilized the element 

choice methodology, in any case, to diminish the quantity of highlights while choosing the most noticeable 

highlights. Likewise, for most estimations, the precision of the lessened number of specific features and the 

accuracy of complete features are almost the proportional, prescribing that not all features are on a very basic 

level critical. Again, with the inconsequential picked features, only two or three figurings like support vector 

machine (SVM) give insignificantly high precision. We utilized AI situations like scikit-learn [12], Pandas and 

Matplotlib. The turnover degree is characterized as the association’s enlisting and end necessities. For various 

reasons, a representative may leave the activity. Here the turnover and attrition are the terms of business that are 

consistently in struggle. In an association, there are various types of turnover. The decrease in the quantity of 

representatives is commonly known as wearing down. These phrasings can be utilized conversely to examine 

the information on labor and different advances required for labor planning. This happens when an agent leaves 

the association trimming down similarly as turnover. Agent trimming down can be depicted as laborer 

hardship for any of the going with reasons: singular reasons, low work satisfaction, low wages and poor 

business conditions. The turnover of workers can be isolated into two classes: deliberate and programmed 

trimming down. The programmed end occurs for several reasons, for example, poor implementation of 

delegates, business necessities, or when their supervisor terminates the workers [13]. Then again, in willful 

wearing down, high-performing laborers choose to leave the association, regardless of an exertion by the 

organization to keep them. Early retirement or work offers from various associations, for example, can 

achieve stubborn debilitating. While associations that comprehend the noteworthiness of their delegates 

generally put assets into their workforce by giving liberal getting ready and an unprecedented work 

environment, they are moreover encountering purposeful wearing out and the loss of proficient authorities. 

Another issue, the contracting of substitutions, powers critical costs on the client, including the costs of 

enrolling, securing and getting ready [14]. Anticipating the steady loss of laborers at an association will assist 

the executives with reacting all the more adequately by reinforcing their inner approaches and techniques. 

Where skilled specialists with a possibility of leaving can be given different answers for limit their likelihood 

of stopping, for example, a compensation increment or appropriate preparing. Utilizing models of AI can 

assist organizations with foreseeing the turnover of workers. Investigators can create and prepare an AI 

model utilizing chronicled information held in HR divisions that can anticipate workers leaving the 

organization [15]. These models are set up to dismember the relationship among dynamic and terminated 

laborer characteristics. This was developed using comprehensive retailer HRIS data by pushing the topic of 

trimming as a a gathering limit and proving it with stewardship frameworks. This is by distinguishing the 

XGBoost classifier’s predominant precision and different frameworks and identifying the reasoning behind 

their unique offer [16], [17]. There are several useful algorithms, both qualitative and quantitative, 
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for anticipating staff turnover in order to stabilise a company. However, these methodologies have a number 

of drawbacks when it comes to predicting staff turnover, including the following: 

1) Inadequate consideration of data that is uneven. The data on employee turnover included in these 

studies only represents a small part of the total workforce. 

2) Inefficient data processing due to high dimensionality. Employees have a variety of feature dimensions, 

including both static and dynamic ones. 

3) There is no rating. Because the purpose of the prediction is to reduce employee turnover, we must 

identify and prioritise its aspects. 

The objective of this work is to target the model to recognize the individuals who will leave, with the goal 

that the organization can intercede, act and forecast the correct fitment for yearning worker, predict whittling 

down particularly among superior workers and predict how pay esteems will work out [18], [19]. 

The HR department can utilise the results of our model to design strategy before the employee 

introduces his resignation. differtn the majority of current research work, which they focus on a single 

business problem-solving algorithm, this paper compares several algorithms using model evaluation 

measures including as accuracy, precision and sensitivity. The reason for adopting verouis algorithms is that 

each has its own set of benefits and drawbacks.  

Data preprocessing, feature selection and measurement, the modeling utilising various techniques, 

and finally evaluation of models using model evaluation metrics are all part of the analytics project as shown 

in Figure 1. Following evaluation, the best model is used to generate predictions on the data. A raw data set is 

used for data pre-processing, followed by feature selection and scaling, model building after that, evaluation 

and model tuning are performed, and finally deloyment and monitoring step will be performed. 
 

 

 
 

Figure 1. Analytic prosses 
 

 

− Meaning of the job satisfaction 

People bring their mental and physical skills to their work and time. Most people by working 

attempt to make a diversity in their lives and in others’ lives. A pay check is not the only explanation why an 

individual wants a job. Jobs can be worked to accomplish personal goals. When a job meets the expectations 

of an individual, he or she also experiences positive emotions. Such optimistic thoughts are job satisfaction.  

There are many different ways of defining job satisfaction or employee satisfaction. Many say it’s 

just how satisfied a person is with his or her employment, that is, whether they like the job or particular 

aspects or facets of jobs, such as the nature of work or supervision. Others think it isn’t that easy and require 

multidimensional psychological reactions to one’s job instead. Studies have noted that tests of job 

satisfaction vary in how much they measure job-related emotions (emotional job satisfaction) or job regard 

cognitions (cognitive job satisfaction). Often job satisfaction is measured through how well outcomes match, 

or exceed expectations. It reflects many behaviors linked to that. 

 

 

2. LITERATURE SURVAY 

This section presents some of different studies in the field of HR analytics. As a part of this research 

work, different reviews are studied to understand the background of the HR system, different approaches. 

In this section also study the most critical elements that contribute to employee attrition. The literature review 

provides detailed information on the topic under consideration in this research work along with the gaps in 

literature.  

Zhao et al. [20] analyzed HR with supervised methods of machine learning, demonstrated and 

analyzed within an enterprise for the estimation of employee turnover. Machine learning (ML) is able to 

identify the factor of human resource. In this analysis, computational tests are conducted with a decision tree 

system, a random forest technique, a gradient boosting trees technique, an extreme gradient boosting 

technique, a logistic regression technique, for actual and virtual human resource datasets representing 

organizations of small, medium, and large employee populations. 

Chourey et al. [21] analyzed that human resource attrition is nowadays important in the industry. 

It is the big problem that stands out in all the organizations. Attrition is the steady decline in the numbers of 

employees by way of retirement, resignation or death. ML technique can predict dataset vary effectively. 
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Talent retention and professional employee retention is a crucial dilemma for HR manager particularly in the 

manufacturing industry. This research identified certain complex factors that are main responsible for the 

turnover of employees in selected organizations. The most appealing environment to make employees stay 

back in company is the ethical work culture, cordial employee relationship and the execution of 

organizational policies. 

Gao et al. [22] focused on human resource analyze the performance of employee turnover. HR analyze 

the major issue for many companies and businesses. The issue is important because it affects not only the 

viability of the job but also the quality of the preparation and culture of the enterprise. ML methods analyze 

the employee performance. This research aims to improve the ability to predict employee turnover, and 

present a new approach based on algorithm of an improved random forest to tackle this need. Studying offers 

a new empirical approach which can allow human resource departments to more accurately predict employee 

turnover and its experimental results afford valuable tools to minimize employee turnover. 

Karande et al. [23] suggested that human resource employee turnover in different sectors is now 

becoming a big problem. This study focused on identifying key characteristics of volunteer employee 

turnover and how they can be resolved in advance. The question is to figure out whether an employee is 

going to leave or stay. ML methods analyze the employee performance. Instead of focusing on algorithm of a 

single classifier, the suggested work will utilize ensemble learning to resolve the problem, combining weak 

learning algorithms for getting a stronger ensemble model. When the need for scalability and high 

availability without sacrificing performance, the Apache Cassandra database is the way to go. Cassandra’s 

support for replicating across various datacenters is is best in class, giving your users lower latency and the 

piece of mind that comes with knowing you can endure regional disruptions. Ensemble model is also used in 

this research. 

Alghamlar and Alabduljabbar [24], a clear picture of the state of the art, describing each typical 

phase of the data mining process, the variations and similarities across this research, and making additional 

recommendations as a result, this survey presents a detailed path for using data mining to improve employee 

attrition. This by using algorithms of ML for evolving a web-based application which assist in predicting the 

suitability of IT students’ skills for the recruitment. The result displays that some hard skills such as (Linux 

systems, image and video processing, and some programming languages are below average. On the other 

hand, all soft skills are above average. In addition, the rate of 82% of respondents do not have any IT 

certification.  

Kowsher et al. [25] to create a linear function, two shifting vectors dubbed support direction vector 

(SDV) and support origin vector (SOV) were employed. With both the target class data and the non target 

class data, these vectors construct a linear function for measuring cosine-angle. When considering target data 

points, the linear function positions itself in such a way that its angle with target class data is minimised and 

its angle with non-target class data is maximised. The linear function’s positional error has been characterised 

as a loss function that has been iteratively refined with the gradient descent algorithm. Three different 

standard datasets have used to demonstrate the acceptability of this strategy. The model’s accuracy was 

comparable to that of a normal supervised classification algorithm. 
 

 

3. METHODOLOGY 

This section provides the theoretical and technical walk-through of the research method used to 

construct an analytical analysis and prediction of employee data set using python and ML forecast employee 

turnover and how to identify the successful employee, thereby saving the company’s HRM budget on hiring 

new employees as shown in Figure 2. This chapter explains the collection of methods used to perform the 

investigation and estimate the accuracy and evaluates the data set. It also includes the techniques used to 

collect data and interpret data. 
 

 

 
 

Figure 2. Stages of analytics 



                ISSN: 1693-6930 

TELKOMNIKA Telecommun Comput El Control, Vol. 20, No. 5, October 2022: 1004-1015 

1008 

Figure 3 displays set of data, the work architecture, recognizes and selects features with variable 

significance. So many features are performed independently with multiple algorithms previously discussed in 

order to achieve the individual performance. Then weights are designated for each model to model the learning 

model of the ensemble and provided to the model of the ensemble. The classifier is categorized, as well as the 

accuracy is estimated. 
 

 

 
 

Figure 3. Architecture diagram 
 

 

3.1.  Modelling 

Once we’ve identified important features and data is ready to format, we can proceed the project’s 

predictive analysis section. The most used algorithms are classification and regression trees (CART). Some 

more unique, and advanced algorithms are also available, such as ridge and lasso, Naïve Bayes, linear 

discrimination and supporting vector machines used to compare the results of this work. As few algorithms 

are impacted because numerical factors are different, it is always recommended that the feature is scaled 

before analysis. Algorithms such as lasso and ridge, while other CART algorithms, are highly influenced due 

to scaling of the functions.  

The modelling begins when the information collected is divided into a training phase and a test set. 

In the training dataset, algorithms are implemented and tested. The training set is assigned randomly 80% of 

the data and the test set is assigned 20% of the data. Since our response variable is binary, we will use 

classification algorithms. The characters “yes” and “no” of the attrition factor are transformed to 1 and 0 for 

convenience respectively.  
 

3.1.1. Linear discriminant analysis 

It is a method used to generalize the linear discriminant of Fisher. It is used in the statistics to find a 

linear combination of factors to differentiate two or more categories of objects or events for pattern 

recognition and ML. Basically, the result or the dependent variable can be continuous with a linear 

discriminant analysis and may contain an effect on another variable and find a sequential combination of 

characteristics that best characterize or separate the categories 2 or more. Linear descriminent analysis (LDA) 

is thus used for fine-tune the linear combination of characteristics to the best describe or separate two groups, 

which indicate if the employee is attrition or not. At begining, the total data set is partitioned or randomly 

divided into 80% and 20% training and testing data sets. Figure 4 shows that the receiver operating 

characteristic (ROC) curve for various classifiers utilizing false positives rate (FPR), and true positive rate 

(TPR). 
 

 

 
 

Figure 4. Receiver operating characteristic 
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The higher region below the curve, the more specifically the classifiers. In this work for plotting a 

ROC curve probability of employee being classified as leaver and actual class (target variable) will be used. 

ROC Curve implies different grouping by different coordinates. The node (0,1) for example, implies FPR = 0, 

TPR = 1. We can get false positive (FP) = 0 and false negative (FN) = 0 according to the TPR and FPR formula. 

And this is the perfect case because it does all manner of classifications. For node (1,0), meaning FPR = 1, and 

TPR = 0. Thus, we can obtain true positive (TP) = 0, TN = 0. This is the worst situation in fact, because it 

prevents all correct classification. We can get FPR=TPR = 0, for the node (0,0), so FP=TP = 0. Therefore, it 

declares everything to be negative class. Similarly, we can get FPR=TPR = 1 and FP = TP =1 for node (1,1). 
 

3.1.2. Logistic regression 

Logistic regression is a way by which ML is characterized. In this calculation, a logistic regression 

is used to display the probabilities reflecting possible outcomes of a separate trial. 
 

𝑃(𝑐ℎ𝑢𝑟𝑛|𝑤) =
1

1+𝑒
−[𝑤0+∑ 𝑤𝑖𝑥𝑖]𝑁

𝑖=1
 (1) 

 

𝑦 = 𝑙𝑛 (
𝑃(𝑌=1|𝑥

1−𝑃(𝑌 = 1|𝑥)
) = 𝑤0 + ∑ 𝑤𝑖.𝑥𝑖

𝑃
𝑖=1  (2) 

 

𝑥 is a vevtor of independent varibles of dimension 𝑝 and 𝑦 is the logit (log odds). 𝑤0, 𝐿, 𝑤𝑃  are model 

parameters. Logistic regression is a kind of regression that matches the values to logistic function. It is 

suitable in situations where the dependent variable is categorical. The common form of a model is: 
 

𝑃 (𝑌 𝑋−,𝑊) =
1

1+𝑒
−(𝑤0+ ∑𝑤𝑖𝑥𝑖)

 (3) 

 

3.1.3. Random forest 

The random forest is an ineffable decision tree building block. The decision trees are often regarded 

as a weak learner as their prediction accuracy is incredibly low. Random forests have been employed to 

classify the endogenous earthquake sources. A random forest nevertheless collects and incorporates a group 

of decision makers to achieve particularly powerful program based. This concept, that somehow a collection 

of weak students is used to create a strong learner, validates the basis for classification techniques, which are 

often found in machine learning. Random forest samples randomized exercise data to replace each decision 

tree called classifier. In order to make a single decision, each decision tree returns to a class and then 

incorporates luggage. Random forests are an accordion of decision-making objects that should be more 

effective and accurate. 

1) Pick 𝑘 usefulness arbitrarily from the all-out 𝑚 usefulness.  

2) Where 𝑘 < 𝑚 2 is concerned. Calculate the hub 𝑑 utilizing the best part point among the 𝑘 highlights.  

3) Use the right split to partition the hub into little girl hubs.  

4) Repeat 1 to 3 stages until coming to l number of hubs.  

5) Create woods to assemble 𝑛 number of trees by rehashing stages 1 to 4 for 𝑛 number occasions. 
 

3.1.4. Decision tree classifier  

A decision tree is utilized as a structure similar to a tree for construction regression and 

classification models. Decision trees have utilized to categorize hotspot events, it divides set of data into few 

more subsets while concurrently an associated decision tree is established [15]. The last result is a tree with 

the required decision nodes. The decision tree is an identification. The other independent variables are the 

(decision nodes). First of all, the entire data set is splitted randomly into the 80% ratio of a train and the 20% 

test data. Calculation for decision tree: 

− Step 1: having an unfilled 𝑁 hub.  

− Step 2: on the off chance that examples are the entirety of a similar class 𝑐, return 𝑁 as a class 

𝑐-named leaf hub; 

− Step 3: in the event that the characteristic rundown is vacant in the record, at that point return 𝑁 as a 

leaf hub set apart with the most widely recognized example name;  

− Step 4: pick the check quality, the property in the record between the trait set; 

− Step 5: mark hub (𝑁) with characteristic for the checking; 

− Step 6: for each realized check property estimation 𝑎𝑖;  
− Step 7: grow a branch for the test attribute = 𝑎𝑖 condition from hub 𝑁; 

− Step 8: leave 𝑆𝑖 alone the example set for which attribute = 𝑎𝑖 test; 

− Step 9: in the event that 𝑆𝑖 is unfilled, include a leaf hub set apart with the most widely recognized 

example class;  
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− Step 10: at that point include the hub returned by the choice tree age (𝑆𝑖, test-characteristic, quality 

rundown). 

Decision tree model is then applied to the training data set using the “rpart” instruction on the “attrition” 

based or output variable with all other impartial data set factors. The whole decision tree algorithm on this 

data set is compiled with the “fancyRpartPlot” command.  

Required predictions are made on the test data set utilising the model of train dataset decision tree to 

predict whether or not a given new employee will attrition based based on probability values ranging from 

0 to 1 and then using a specific threshold of 0.5 (in this case), these predictions are cut to 0 and 1. Confusion 

matrix has been described in Table 1 to Table 3. A decision tree is a type of tree-like structure that is used to 

develop classification or regression models. Alduayj and Rajpoot [9] classified hotspot occurrences using 

decision trees. It splits the data set into smaller and smaller number of subsets during developing an 

accompanying decision tree in stages 

The end result is a tree with all of the necessary decision and leaf nodes. A classification or decision 

is represented by a leaf node (i.e., the goal or dependent variable “attrition” for this data set). The decision 

nodes are represented by the other independent variables. To begin, the complete dataset is randomly 

separated or split into train and test datasets in a ratio of 80% train and 20% test. Then the decision tree model 

is applied to the training data set using the “rpart” command on the dependent or output variable “attrition” 

along with all other independent variables. The command “fancyRpartPlot” is used to visualise the full decision 

tree model on this training dataset. Required predictions are made on the test dataset using this decision tree 

model of the train dataset to predict whether or not a particular new employee will be on the decline based on 

probability values ranging from 0 to 1 and beyond by taking a threshold Specific to 0.5 (in this case), 

predictions are divided into two ratings 0 and 1 classifications (i.e. the given employee will not be in attrition). 
 
 

Table 1. Confusion matrix and 

evaluation to decision tree 

Table 2. Confusion matrix and 

evaluation to random forests 

Table 3. Confusion matrix and 

evaluation to logistic regression 
Predicted Actual 

0 0 1 
1 467 13 

 667 220 

(Model evaluation metrics) 
Accuracy 

rate 

98 

Precision 
rate 

98 

Recall rate 93 

F1-measure 95 
 

Predicted Actual 

0 0 1 
1 230 19 

 450 650 

(Model evaluation metrics) 
Accuracy 

rate 

99 

99 

96 
97 

Precision 
rate 

Recall rate 

F1-measure 
 

Predicted Actual 

0 0 1 
1 290 14 

 450 367 

(Model evaluation metrics) 
Accuracy rate 80 

83 

92 
87 

Precision rate 
Recall rate 
F1-measure 

 

 

 

The random forest approach which was first advanced by Breiman in 2001, can be classified as an 

ensemble model [26]. What’s the point of an ensemble? the omnipresent decision tree is the foundation of a 

random forest. Because of its low prediction accuracy, the decision tree is frequently referred to as a weak 

learner. Random forests were utilised to classify endogenous seismic sources in a landslide. A random forest, 

on the other hand, assembles a group (or ensemble) of decision trees and combines their prediction ability to 

achieve comparatively good predictive performance-strong learner. This notion of bringing together a group of 

weak learners to generate a strong learner is at the heart of ensemble methods, which are commonly used in 

machine learning. Bagging is when RF takes a random sample of training data and replaces it with new data 

before generating each decision tree. Each decision tree returns a class, which is subsequently combined by 

bagging to provide a unique choice. Random forest is an ensemble of decision trees that is supposed to 

perform better and, as a result, provide more accuracy. 
 

 

4. RESULTS AND DISCUSSION 

To predict employee turnover, we should predict who will leave. This is a binomial classification 

problem, where the group of employees has to be splitted into two groups based on some characteristics, one 

with higher risk of retention and one with lower risk. Commonly used ML algorithms for binomial 

classification problem are: decision trees, logistic regression, random forest. The following algorithm is used 

to predict the model accuracy and calculate the confusion matrix. Only a couple of information mining 

procedures were utilized in the current frameworks for information expectation. Here we additionally utilized 

the representative informational index highlight determination technique. The representative informational 

index for the most part contains data about specialists, for example, number of activities, left, pay, level of 

fulfillment, and so forth. We can pick those fitting highlights from the worker informational index for our 
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survey by utilizing highlight determination. The steps used in arriving at the results are: 1) dataset is 

collected. In research, Kaggle dataset is used, 2) predictive model for data visualization and analysis for the 

attrition is improved, 3) usage of machine algorithms such as random forest, linear regression and decision 

tree, and 4) finding the best results for the parameters of accuracy, sensitivity and precision. 
 

4.1.  Data overview 

Kaggle dataset was used where, there are 15,000 specialists in the dataset. Among these, 271 

laborers are set apart as turnover, which means as far as the whittling down qualities, they are set apart as 

“yes”. The turnover proportion is 13.5% and is plainly a lopsided information issue. Here we are showing the 

main parameters for the prediction and implementation in Table 4, these 10 are the following parameters. 

It includes all the characteristics or parameters of the employee. After the data set is collected, the data to be 

modelled must be determined and cleaned up and shaped. The process of data preparation may be followed 

by choose the metric results and predictor variables, determine how much data can be modelled, cleaned and 

prepared. For each variable various data types and measuring levels should be identified in the dataset. Data 

for outliers, missing or incorrect values should then be evaluated. Skew and high cardinality in data should be 

removed. We use Python with SciPy, NumPy, Pandas, scikit-learn, and Matplotlib in the test and create three 

apparatuses: one instrument is for RF-based component positioning, one is a visual device for breaking down 

element factors and target variable, and one is RF-put together demonstrating device based with respect to 

the weighted F-measure. The dataset we chose contains 10 different attributes such as satisfaction level, last 

evaluation, average monthly hours, number of projects, time spent in company, left, work accident, 

promotion in last 5 years, sales, salary. These are represented as a range of values depending on the 

corresponding feature which is represented in Table 4.  
 
 

Table 4. Brief of dataset 
No. Feature Value range 

1. Satisfaction level 0.4 – 0.99 

2. Last evaluation 0.5 − 1 

3. Average monthly hours 96 – 350 

4. Number of projects 2 – 8 

5. Time spent in company 2 – 10 
6. Left 0 – 1 

7. Work accident 0 – 1 

8. Promotion in last 5 years 0 – 1 
9. Sales Sales, support, technical, IT, marketing, accounting, HR, product mng, RandD 

10. Salary Low, medium, high 

 
 

Here the predictive model for the attrition is improved with the help of anaconda-command-prompt 

to first utilise Python Jupyter. But then to improve the prediction of data visualisation and analysis, here the 

ML learning and python have been decided. However, it was too time intensive and complicated to download 

libraries and set up a system, machine-learning, data visualisation and the logic of predictive and decision-making 

analytics were unlikely. It was therefore a way of achieving the role of ML and data visualization. 

The following steps are used to pre-process the data to a usable format before using data for the ML 

algorithm training and evaluating the test data: 

1) Remove values from null. 

2) No unique value columns removed. 

3) Unnecessary columns have been removed. 

4) Modification of the outdated the unicode transformation format (UTF) for UTF support. 

5) The weight of each column depended on the columns rearranged. 

6) Save data that was cleaned in csv format. 

Once the important features are identified, and the data is in a model-ready format, we can begin the 

predictive analytics part of the project. Modeling begins by dividing the available data into a training set and 

a test set. Algorithms are deployed in the training set and tested in the test set. 80% of the data is randomly 

assigned to the training set and 20% of the data is assigned to the test set. We will use classification 

algorithms because our response variable is binary. The ‘yes’ and ‘no’ characters in the attrition variable are 

converted to 1 and 0 respectively to make it easier. 
 

4.2.  Performance matrices 
In this paper, Table 5 provides the performance measures used for the methodology assessments, 

and these entries are used for identifying and measuring classification accuracy. By using the confusion 

matrix, performance metrics like, accuracy, precision, specificity and sensitivity of the calculated classifier 

and assembly model and their results as displayed in Table 5. There will be (four cases) if the result is 



                ISSN: 1693-6930 

TELKOMNIKA Telecommun Comput El Control, Vol. 20, No. 5, October 2022: 1004-1015 

1012 

positive it can be expected to be TP. It is a false negative if it is expected to be a FN. If the result is negative 

and can be expected to be negative, it is true negative (TN); if the result is positive and can be expected to be 

positive, it is FP. 

 

 

Table 5. Performance metrics & their definition 
Metric Equation Definition 

Accuracy (TP + TN) / (P+N) Ratio of the total number of predictions which are correct 

Sensitivity TP / (TP + FN) Ratio of the positive cases which are correctly identified 
Specificity TN / (FP / TN) Ratio of the negative cases which are correctly identified 

Precision TP / (TP + FP) Ratio of the predicted positive cases which are correct 

 

 

4.3.  Matrix of confusion for different methodologies 

This matrix describes the Predictive Analysis methodology on HR data, in order to analyze the use 

of predictive analysis for HR. The following chosen matrix for prediction is employee turnover, because of 

its high importance for organization. Thus, goal of the thesis is to predicting the employee turnover. Recall, 

F1 performance, and accuracy are all infuriating matrix metrics. (Positives 1) and (negatives 0) will occur 

when we divide a sample into two parts. There will be (four cases) if the result is positive it can be expected 

to be positive (TP). It is a false negative if it is expected to be a negative (FN). If the result is negative and 

can be expected to be negative, it is TN; If the result is positive and can be expected to be positive, it is FP. 

Figure 5 to Figure 7 predicting the following algorithms used here such as decision tree, logistic 

regression, random forest tree. The accuracy provided by the decision tree is 97%. The accuracy provided by 

random forest algorithm is 98%. The accuracy provided by the logistic regression is 78%. Hence, there 

calculate and get the best accuracy from random forest algorithm of the employee data set. 

 

 

  
  

Figure 5. Decision tree matrix Figure 6. Random forest matrix 

 

 

 
 

Figure.7. Logistic regression 

 

To conclude, random forest classifier performed better than other tested models, on the Kaggle 

sample datasets. Therefore, random forest model has been used to predict employee turnover in company. 

Prediction results have been saved in flat file, including prediction probabilities for each employee. 

In addition, for interpretation of the decision path, decision trees were represented as graphs. Furthermore, 

feature importance has been evaluated to better understand variables that influenced the decision most. 
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Such influencers are monthly income, satisfaction, last evaluation, and left, all in correlation with over time. 

In this work, data preparation has been done on HR datasets as shown in Figure 8. Example dataset was used 

for demonstrating methods used for cleaning and preparing data. First of all, employee data from multiple 

sources has been gathered and unified. Then missing values has been imputed, outliers have been removed 

and skew has been reduced. Afterwards parameters for selected ML algorithms have been tuned using 

different methodologies. Later, on pre-processed employee data different ML algorithms have been applied 

and algorithm with best prediction accuracy has been selected. 

From Table 6, above outcomes describes, compared to the other model, the model has various TP 

and TN. The accuracy obtained by using decision tree classifier with a 97% efficiency outperforms other 

mining techniques. Considering the sensitivity parameter, decision tree classifier has the highest value. 

The effects of predictive ML techniques on the employee dataset show that random forest evaluation 

outperforms other ML techniques followed by model of logistic regression for the specific dataset if 

precision is the preferred metric. Identification of human resources is forecasted using ML algorithms on 

employee data. This suggests that the prediction of the employees interest in maintaining their job or not was 

better estimated by this method compared to the other techniques. Several implementations are inferior to 

other frameworks in consistency, reliability, and specialization. We conclude from this that the model’s 

consistency is stronger than other models.  
 
 

 
 

Figure.8. Analysis the parameters 
 

 

Table 6. Performance metrics 
Algorithms Precision Sensitivity Accuracy 

Logistic regression 83 81 78% 
Random forest 99 82 97% 
Decision tree 98 84 98% 

 
 

5. CONCLUSION 
There are several useful algorithms, both qualitative and quantitative, for anticipating staff turnover 

in order to stabilise a company. However, these methodologies have a number of drawbacks when it comes 

to predicting staff turnover, such as the following: Inadequate consideration of inconsistent data. The data 

provided in these studies regarding employee turnover only reflects a small portion of the entire workforce. 

Inefficient data processing due to high dimensionality. There are a range of feature dimensions, both static 

and dynamic, that characterize employees. In addition, there is no evaluation, given that the aim of the 

forecast is to reduce employee turnover, we must define and prioritize its components. 

In this paper, identification of human In this paper, identification of human resource is forecasted 

using ML algorithms on employee data. Employee dataset has been collected from Kaggle. The emphasis is 

on utilizing various ML algorithms and mixtures of several recognizes the importance for efficient and 

effective employee attrition reduction using best ML algorithms, as employee attrition is one of the most 

crucial business problems. On the kaggle employee data, following algorithms has been implemented such as 

logistic regression, decision tree classification, linear discriminant analysis and random forest. We discovered 

that the accuracy obtained by using a random forest analysis model with a 99% efficiency outperforms 

mining techniques. As a result, the effects of predictive ML techniques on the employee dataset show that 

random forest evaluation outperforms other ML techniques followed by model of logistic regression for this 

specific dataset if precision is the preferred metric. The biggest drawback of random forest is that it can 

become very slow and ineffective for real-time predictions if there are too many trees. Generaly, these 
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algorithms are quick to learn but take a long time to make predictions after they have been taught. 

The applications of this method is used to determine the efficiency of staff members, relationship of 

retirement behaviors on employee turnover, like, job content, lateness and absenteeism, length of service, and 

demographics. It has the application of the logit, and probit models for voluntary employee turnover 

predictions and to explore different personnel and job factors influencing the voluntary turnover of 

employees. It is used to investigate employee attrition using multiple decision tree algorithms and to correlate 

data mining techniques to calculate employee inconvenience. In random forest, the future study can be on 

improving the accuracy by utilising different attribute split measurements, different combine functions, or 

both. Increasing the diversity of base classifiers is a continuous process of quality improvement that will 

improve accuracy. As a result, discovering new approaches to achieve diversity will undoubtedly be a 

research topic in the future. For enhancing the accuracy of random forest classifiers, out of bag (OOB) 

estimates, proximity computation, and variable importance features can be used more extensively. 

The random forest technique generates a large number of classification trees, each of which is independent of 

the others. As a result, random forest is an excellent option for parallel processing. Furthermore, data mining 

is typically done on very large datasets, and random forest can handle datasets with a lot of predictors. 

As indicated in section 4, each parallel random forest implementation is tailored to a particular platform or 

language. As a result, there is room for a generalised random forest parallel algorithm. Business data is 

dispersed around the globe due to the geographical spread of business and the world’s connection to the 

Internet. As a result, developing a distributed random forest algorithm is an important future research topic. 
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