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 Cloud computing and the low power wide area network (LPWAN) network 

represent the key infrastructures for developing intelligent solutions based 

on the internet of things (IoT). However, the diversity of use cases and 

deployment scenarios of IoT in the different domains makes optimizing 

IoT-based cloud solutions a major challenge. The cloud solution’s cost 

increases with the increase in central processing unit (CPU) resources and 

energy consumption. The optimal use of edge material resources in 

industrial solutions will reduce the consumption of resources and thus 

optimize cloud infrastructure costs in terms of resources and energy 

consumption. The article presents the network and application architecture 

of an IoT monitoring solution based on cloud services. Then, we study the 

integration of IoT services based on application placement strategies on the 

fog cloud compared to the traditional centralized cloud strategy. Simulations 

evaluate the scenarios with the iFogSim simulator and the analyzed results 

compare the traditional strategy with the cloud-fog. The results show that 

cost and energy consumption in the cloud can be significantly reduced by 

processing the application at the end devices level with respect to the 

possible limit of CPU processing power for each IoT end device. Latency 

and network usage respect quality of service constraints in cloud-fog 

placement for this type of monitoring-oriented IoT application. 
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1. INTRODUCTION 

The intelligent decision-making systems based on the internet of things (IoT) have become the most 

effective way to solve the problems and technical complexities of resource management in industry. 

The data-driven decision-making has become a very important means of taking corrective action and 

ensuring that systems work. These solutions cannot be achieved without the existence of intelligent 

connected objects capable of taking the necessary measurements and also applications capable of processing 

its data intelligently and quickly and storing it in the cloud [1], [2].  

Gilchrist [3] explains that the need to implement IoT applications as industrial systems is already 

very complicated, so that the capabilities of human operators to understand, manage, and optimize their 

overall performance have reached their limits. Collecting appropriate data and extracting relevant data 

observed with the aid of their analysis permits gaining insight and new knowledge to realize optimization of 

production performance, which is a lot more difficult to match for traditional methods [4]. IoT applications 
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have precise necessities such as long-range, low data rate, low energy consumption, and cost [5]. Currently, 

with the explosive boom of IoT technologies, a growing range of practical applications can be located in many 

fields, which includes smart cities [6], [7], which is used to monitor the state of urban infrastructure [8]-[10] 

(roads, bridges, tunnels, subways, airports, power and water transmission lines) and efforts are made to optimize 

the use of resources [11]. In the field of the intelligent industry, it can be utilized to monitor product 

availability in real-time and monitor product stock in the warehouse [12]-[14]. In healthcare, it can allow 

people to monitor their daily activities (e.g., calorie intake, and heart rate). On this basis, suggestions can be 

made to improve their lifestyle to prevent the appearance of health problems [12], [15], [16]. 

This paper aims to give a clear understanding of the difference between placement strategies based 

on centralized cloud and placement strategies based on the cloud fog [17] and give the savings in deployment 

costs and energy consumption in the cloud provided by the proper use of all edge resources. The rest of this 

paper is organized as follows. Section 2 summarizes the related works with state of the art for IoT monitoring 

applications. In section 3, we explain our proposed IoT monitoring solution Infrastructure in detail. Section 4 

discuss deployment strategy and simulation scenarios with iFogSim. In section 5, we discuss the problem 

with the solution. In section 6, we analyze the results of the two placement strategies applied in simulation. 

The conclusion of this work provides in section 7. 
 

 

2. RELATED WORKS FOR IoT MONITORING APPLICATION 

Explaining an extensive number of projects have been described in the literature that utilizes IoT 

real-time monitoring. For example, several works present intelligent IoT solutions capable of tracking the 

health status of sensitive people or the elderly. In [18] several IoT technical architectures for providing health 

care services are presented. In another study, Schürholz et al. [19] presents a technique to supervise and 

monitor air quality named “my air quality index”, the solution relies on a smart notification application 

integrate with an IoT system to recommend solutions to users to improve air quality in their living 

environments. Vega et al. [20] presented a system to assist caregivers in real-time monitoring of patients’ 

health status and also to enable close communication between caregivers and patients’ families. 

Vishwakarma et al. [21] proposed a secure system capable of handling all domestic equipment via the 

internet. This system allows better visibility and optimization of energy consumption in connected homes. 

Salhaoui et al. [22] proposed a surveillance solution based on connected drones capable of extracting and 

processing information in real time based on the services offered by fog fomputing.  

The intelligence of this surveillance system lies in the fact that the sets of images captured by the 

drones are sent and processed quickly at the fog computing nodes and then the relevant images are sent and 

stored in the cloud. This enables optimized processing and consumption of resources in the cloud. 

Thamaraimanalan et al. [23] proposed a system for monitoring and automating the biological and physical 

parameters of gardens in order to improve the quality of plants. In another study by Moparthi et al. [24], 

invented a system for monitoring water quality in lakes which is based on the variation of the potential of 

hydrogen (pH) to measure the quantity of pollutants in the water and send warning messages to the 

authorities concerned. 

To meet the future needs of internet of things applications, it is necessary to take into consideration 

several basic parameters which can be summarized as: the type and range of the link, speed, latency, energy 

consumption , the type of connection between the objects and the cloud (edge, fog, classic) and finally the cost 

of the solution. Regarding the type and scope of the solution, it should be realized that solutions based on radio 

personal area network (PAN) networks wireless fidelity (WiFi), zonal intercommunication global-standard 

(ZigBee), Bluetooth) will not satisfy a long-range radio communication solution and that also traditional radio 

mobile solutions based on third generation partnership project (3GPP) standards (2G, 3G, 4G) can provide long 

range connection, but with high power consumption. This allows us to say that the classic solutions that 

already exist will not meet the real needs of future applications where all the objects will be connected [25].  

The requirements of IoT applications have led to the creation of low power wide area network 

(LPWAN) radio access technologies such as (long range radio (LoRa), narrowband IoT (NB-IoT), Sigfox, 

and others) and these technologies meet energy needs and can reach 5 km ranges in urban areas and up to 15 km 

in rural areas [26], [27]. In addition, the cost of the radio chipset is less than 2 euros and the operating cost is 

of 1euros per device per year [28]. Regarding the type of connection between IoT and the cloud many service 

placements were proposed in the literature as a solution to map IoT services among fog and cloud resources, 

Hassan et al. [29] proposed an efficient policy, called MinRE, for service placement problem (SPP) in fog-cloud 

systems. 

To supply each quality of services (QoS) for IoT services and energy efficiency for fog service 

providers to minimize response time and energy consumption of fog environment, Azizi and Khosroabadi [30] 

introduced an algorithm that takes into account the deadline requirement of every IoT application so that the 

most delay-sensitive applications are positioned on the devices as nearer as possible to the service consumer. 
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Furthermore, in order to reduce the network bandwidth and the cost of execution in the cloud. Skarlat et al. [31] 

proposed a genetic algorithm as a problem resolution heuristic and show, via experiments, that the service 

execution can obtain a reduction of network communication delays when the exact genetic algorithm 

optimization approach is utilized.  
 

 

3. IoT MONITORING SOLUTION STRUCTURE 

3.1.  System concept 

IoT platforms are the middleware solutions that connect the IoT devices to the cloud and help 

seamlessly exchange data over the network. It acts as a mediator between the application layer and the 

hardware. Most IoT platforms for monitoring adopt the architecture in Figure 1. This architecture presents 

several objects connected via special gateways LPWAN that are connected to the core network operator to 

link objects to remote clouds. 
 

 

 
 

Figure 1. Typical network architecture for an IoT platform 
 

 

The measurement, for example, of temperature, pressure, carbon dioxide (CO2), and geolocation, 

taken by the sensor is then sent to the bridge using an initial communication protocol. The gateway has a very 

important role in IoT applications, it allows the translation of communication protocols between objects 

connected via low power area networks and the operator access network to reach the cloud. It should be noted 

that the gateway can play the role of a local cloud in order to reduce application latencies. For low-power 

personal area network (LPPAN) protocols (Z-Wave and ZigBee), the gateway is local and connected to the 

internet service provider (ISP)’s box. For LPWAN protocols (Sigfox, LoRa, and NB-IoT) [32]-[34], 

the gateway is on the telecom operator’s network. After the collection of data in the cloud comes the role of 

the IoT platform which is linked directly to the end user and allows him to benefit from the applications 

services (alert messages, and recommendations) [35]. 
 

3.2.  The application used for our simulation scenario 

We have three different important modules on our simulated IoT monitoring application; the caption 

module in our case is the client module who get all the data collected by the sensor, the main module who get 

the necessary data needed by our application and organize data in the appropriate table format and the storage 

module which saved the data in the cloud. The application model is delineated in Figure 2. We expect that 

client module is located in end fog end devices, and storage module is located in the cloud. The main module 

requires a certain measure of computational resources to be started. To serve the interest of various end 

devices inside their cut-off time, extra resources can be asked by end devices to connected gateway fog 

devices. 

We This type of application represents the typical operation of IoT applications for intelligent 

monitoring and supervision. These applications have no latency constraints generally, and the amount of data 

sent are very low for each sensor but be careful that the number of sensors deployed is huge to ensure the 

monitoring (so the data sent in total are big data). The typical frequency of sending data for IoT monitoring 

applications is from 1 s to several seconds. For example, monitoring in the intelligent industry like industrial 

equipment (electric motors or others) regularly sends data for energy consumption at continuous frequencies 

to control the power and prevent future failures (preventive maintenance). 
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Figure 2. Application model for IoT monitoring application 
 
 

3.3.  The architecture and parameters used in our scenario with the iFogSim simulator 

To model and simulate our architecture and application solution in the iFogSim simulator [36] we 

need the following steps. First, we create and give the specific configuration for the network physical 

elements. The configuration parameters consist of ram, processing capability in a million instructions per 

second (MI/S), cost per million instruction processing (MIPS), uplink and downlink bandwidth, busy and idle 

power, along their hierarchical level. The associate IoT devices (sensors and actuators) need to be created. 

Next, the logical element for modeling the monitoring application such as AppModule, AppEdge, and 

AppLoop must be created. While creating the AppModules, their configurations are furnished, and the 

AppEdge objects encompass information related to tuples type, their direction, central processing unit (CPU), 

and networking length alongside the reference of source and destination module. 

Finally, the mapping modules procedure allow to create and manage the strategies of placement of 

the application modules (AppModule), the application investment policies can take into consideration several 

criteria like the cost of operations (CPU, random-access memory (RAM), storage), energy consumption, 

throughput, latency and also the heterogeneity of the connected objects. Then there is the mapping of the fog 

objects and the validation of the “AppEdges” and tuples simulation parameters. Finally, all the system 

configurations and the topology are sent to the controller object, then the controller transfers the entire 

system to the cloudsim to run the simulations. Figure 3 presents the hierarchical topology used in the 

iFogSim simulator to present our model for IoT monitoring applications [37]. 
 
 

 
 

Figure 3. Simulated IoT monitoring architecture on iFogSim 
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In our simulations, the fog devices are divided into 3 hierarchical levels: the first level is the 

“end-devices” which are connected to the sensors and actuators. In level 2 we find the gateway which links 

the “end-devices” via the 4G operator access network to the level 3 which represents the cloud data center. 

In the simulations the sensing frequency is the same for all sensors and the fog devices of the same 

hierarchical levels are considered homogeneous. Also, we have to configure the links between each network 

(access, end device gateway, collection network, and operator core): the parameters: uplink/downlink 

throughput, latency and for equipment, it is computing power). Our configuration is based on the 4G access 

network performance, and we used a standard sensor in the market with a CPU of 1200 MIPS. 

Moreover, we can use more sensing capacity. The interest is to create a next-generation application 

that will reduce latency and power consumption. Our application favors the processing at the end devices that 

the need for the new generation applications requires the processing in the end devices to improve the 

latency, of course, the response time. The configuration is presented in Table 1. 
 

 

Table 1. IFogSim simulation parameters 
Parameter Cloud Gateway End device 

MIPS 44800 3800 1200 

RAM 40000 4000 1000 
Uplink bandwidth (KB/s) 

Downlink bandwidth (KB/s) 

Level hierarchy 
Rate per MIPS 

Uplink latency (ms) 

100 

10000 

0 
0.01 

None 

10000 

10000 

1 
0.0 

50 

10000 

270 

2 
0.0 

20 

 
 

4. PROBLEM WITH SOLUTION 

Our job is to investigate a data placement method for IoT in fog infrastructure to minimize the cloud 

system energy consumption and operational cost taking into account the network bandwidth and latency 

constraints of our monitoring application. So how the resource requirement changes depending on the 

deployment strategy of the IoT monitoring application in the system. Our solution is to create a different 

placement strategy to know the impact of each strategy based on the constraints of the operator network. 

Before we introduce the strategy implemented, we need to know the strategy policy; it determines how the 

application modules are placed in the fog devices on the strategy process can be guided by such objectives as 

reduction of end-to-end latency, network usage, operational cost or energy consumption. The Module 

placement class is the abstract strategy policy that must be extended to incorporate new policies. Using the 

first placement policy, we target to place the main module and the client module to be executed in the end 

device based on their resource availability in the host devices. The storage module is implemented in the 

cloud on our architecture. However, for the second placement policy, we integrate all the application entities 

to be run on the cloud. For easier understanding, the flowchart of the application placement policy is 

represented in Figure 4. 
 
 

 
 

Figure 4. Flow-chart of the application placement policy 
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5. PERFORMANCE ANALYSIS 

Provide Figure 5 and Figure 6 show that the cost in the cloud and the system energy consumption 

can be significantly reduced by carrying out the application processing at the end devices level and setting 

the limit of the CPU usage processing power (in MIPS) for each end device. In our simulation, two 

parameters are involved: (the end device limit CPU and the number of objects in parallel processing) for a 

CPU processing limit of 1200 MIP for end devices which is typical of low power IoT applications and a limit 

of 10 end devices. Running the application in end devices optimizes energy consumption in the cloud by 21% 

for 4 end devices and up to 51% for 10 end devices compared to energy consumption in the case of 

processing the application only in the cloud. Regarding the cost of execution in (MIPS) of the system, the end 

device placement strategy provides a resource-saving of 79.5% for a system with 4 end devices and 47.33% 

for a system with 10 end devices.  
 

 

 
 

Figure 5. Execution cost in the cloud 
 
 

 
 

Figure 6. The percentage of optimized energy with end devices placement compare to cloud placement 
 

 

Regarding the execution of the application on the end devices, the latency slightly exceeds that of 

the execution in the cloud by approximately 10%, so an additional delay of 8 ms between the two processing 

scenarios is very permissible. In IoT monitoring applications, the latency can reach between 2 to several 

seconds. Figure 7 gives the loop delay for the end devices placement strategy and the cloud placement 

strategy. 

For the network flow. The application processing in the end device represents a network use double 

share compared to that where the application processing is located on the cloud. but in this type of 

application, the amount of data does not exceed the Mb. for example for 10 parallel end devices the network 

usage does not exceed 96 Mb as we can see in Figure 8. 
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Figure 7. The loop delay for end devices placement strategy and the cloud placement strategy 
 

 

 
 

Figure 8. Network usage for end devices placement strategy and the cloud placement strategy 
 

 

6. CONCLUSION 

In this paper, we propose a two-placement algorithm using an architecture of an IoT monitoring 

solution based on cloud services, and we study the integration of IoT services based on application placement 

strategies on the fog cloud compared to the traditional centralized cloud strategy. We compared the 

performance of the proposed two algorithms based on the iFogSim simulator, and we analyzed the results 

concerning the optimization of the system cost and the energy consumption in the cloud. The results show 

that energy consumption in the cloud can be considerably decreased by processing the application at the end 

devices level with respect to the possible limit of CPU processing power for each IoT end device. Latency 

and network usage respect quality of service constraints in the case of cloud-fog placement for this type of 

monitoring-oriented IoT application. In the future, we plan to include a new hybrid algorithm between the 

application placement in the end devices and the application placement in the cloud according to constraints 

of CPU limit on end devices, and the number of objects processed in parallel to optimize the energy 

consumption function. 
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