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 In conventional monitoring of human behavior in forest protection, deep 

learning approaches can be detected human behavior significantly since 

thousands of visitors’ forest protection is abnormal and normal behaviors 

coming to national or rural forests. This paper has presented a new approach 

using a deep learning model integrated with a knowledge graph for the 

surveillance monitoring system to be activated to confirm human behavior in 

a real-time video together with its tracking human profile. To confirm the 

proposed model, the proposed model has been tested with data sets through 

case studies with real-time video of a forest. The proposed model provides a 

novel approach using face recognition with its behavioral surveillance of the 

human profile integrated with the knowledge graph. Experimental results 

show that the proposed model has demonstrated the model’s effectiveness. 
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1. INTRODUCTION  

Recently, it is hard for a human to protect forests, indiscriminately cutting down makes forest 

resources recover and become more and more exhausted, many places where forests can no longer 

regenerate, the land becomes more reclaimed. The role of forests in environmental forest protection is 

significant to the world. Identifying human behavior using advanced technology has become an important 

area of research to create or improve applications that monitor human activity. The behavioral human is a 

time series of graphs, which is significant for long-term monitoring results. This knowledge graph can be 

kept track of human actions for human behaviors. Knowledge graphs that represent structural relations 

among entities such as places, actions, geography nodes, and other attributes of human profiles. 

 In addition, a knowledge graph has represented an object such as entities, relationships, and 

semantic descriptions. Computer vision using either analysis or machine learning approaches is automatically 

detected face and human behavior in real-time. Knowledge graphs represent object types consisting of (i.e. 

places, geometrics, image coordinates, and locations) and are considered as Neo4j software for making the 

graphs. After identifying attributes and objects in the graph, the relationships between objects by using 

geometric and graph attributes. There have been many studies suggesting some solutions to detect bad 

behavior of humans who may destroy the forest in a forest domain. In this paper, we have proposed a novel 

approach using a deep learning model integrated with a knowledge graph for the surveillance monitoring 

system to be activated to confirm human behavior in a real-time video together with its tracking human profile. 

https://creativecommons.org/licenses/by-sa/4.0/
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The case study of human behavior for forest protection is applied to confirm the proposed model. In the 

experiments, the proposed model has been tested with data sets through case studies in a real-time video of a 

forest. Furthermore, the knowledge graph is used to integrate with the proposed deep learning model to make 

the right decisions person having a normal or abnormal status in forest protection, as shown in all relations of 

the person profile.  

Experimental results show that the proposed model has demonstrated the model’s effectiveness. 

The proposed model provides two types of functions including face recognition with its behavioral 

surveillance in real-time of a forest. The contribution of this study is: 1) deep learning model with an 

adaptive prioritization mechanism for the surveillance monitoring system to be activated to confirm human 

behavior in real-time; and 2) face recognition with its behavioral surveillance in real-time stored in the 

knowledge graph. By motivating the need for such a system, the proposed system can be performed with 

surveillance-based contexts such as tracking forest protectors, destroyed tree foresters, forest crimes, and 

loggerheads. All activities of these profiles can be considered through a face person recognition together with 

behavioral surveillance in real-time for the forest domain, which is stored in the knowledge graph. 

Experimental results indicate that the proposed model has been tested for demonstration in this method’s 

effectiveness at 96.38 %. 

 

 

2. RELATED WORK 

Recently, Yuan et al. [1], [2] have proposed aerial vehicles (UAVs) with computer vision based on 

systems for monitoring and detecting forest fires. Sudhakar et al. [3] have also used UAV to capture images 

by using color human recognition and smoke monitoring in the classification of recognition fire. 

Furthermore, Sudhakar et al. [3] have proposed fire detection with forest protection monitoring, using 

infrared and visual cameras to analyze geographic zones. These techniques are used in forest fire detection 

using the Voronoi map [4] as monitoring forest fire detection using the Voronoi map and its updated 

information. 

To identify actions in the studies [5], analyzing images collected from human behavior detection 

cameras [6] these studies apply deep learning algorithms and the studies [7] proposed a method of monitoring 

the behavior of workers with the framework of vision-based unsafe action detection for behavior monitoring 

in motion datasets extracted from videos. Zerrouki et al. [8] have discussed body structure analysis, tracking, 

and recognition with good results. Meng [9] has also proposed a taxonomy of 2D approaches, 3D 

approaches, and recognition, detecting the fall event by adaptive boosting algorithm identifies the human 

action recognition based on variation in body shape [10]. The studies [9]-[12] have investigated decision 

intelligence in context-aware systems to provide service provision based on an entity’s context, an entity has 

been defined as “a person, place, or physical or computational object” to track the human profile with a 

reasoning approach.  

Behavior recognition based on intelligent terminals is an emerging research branch of pattern 

recognition [13], [14]. The acceleration sensor is used to obtain acceleration data information when the user is 

active, and the data is analyzed to determine the user’s behavior category [15], [16]. Norris et al. [17] placed 

the thigh and calve using two accelerometers to obtain the movement information of the human behavior; 

Fan et al. [18] identified common behaviors of the human body in daily life by accelerometers carried in five 

positions of the human body. Filippeschi et al. [19] introduced the accelerometer sensor to the three-axis 

acceleration information acquired by the front and rear arms of the right hand to realize the recognition of the 

upper limb movement. Su et al. [20] used a single lumbar sensor to obtain gait information, using functional 

data analysis and a hidden Markov model (HMM) to combine human recognition. Deep learning refers to a 

learning function model composed of multiple network layers, which is used to extract the characteristics of 

input data and the abstract features of high-latitude for data classification and combination to obtain more 

structured results. As a result, to better obtain the characterization of different behaviors, this paper will use 

the long-term short-term memory model [21], [22] long short-term memory (LSTM), and the deep 

convolution network model to extract features. Further studies have proposed human action recognition using 

videos and exporting corresponding tags with outputs of 2D images [23], [24]. The deep learning approaches 

for human behavior recognition can be considered in this study for the domain of forest protection [25]. 

 

 

3. THE PROPOSED MODEL 

3.1.  Overview of the proposed model 

In this paper, we have developed a proposed model of behavior in forest protection is described as 

shown in Figure 1, the system consists of 3 main modules of the following:  

− Face recognition module. 

− Behavior monitoring module. 
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− Knowledge graph represents a graph database: containing data about the person’s personal information, 

photos of a person’s face focused on the camera as well as the history of human behavior in the resource 

fores. 
 

 

 
 

Figure 1. Proposed overall architecture 
 

 

In the proposed model as shown in Figure 1, a video is essentially a series of consecutive pictures. 

These pictures grouped in the classification in images of a video are essentially based on the classification in 

each image of the video. To figure out this problem, two things need to be solved as: 1) image processing and 

sequence-to-sequence classification; and 2) Implementation of a model that combined both the deep learning 

model with its graph database by tracking human behaviors as well as profile. The system consists of 3 main 

modules. 

1) Face recognition module:  

a) Model building: the model uses the ResNet101 network structure as the backbone, and the loss 

function uses the ArcFace model is proven which helps the model converge faster. The model is 

trained as an identity classification model and will be removed from this layer after the training is 

completed to get the feature vector every time an image is included. 

b) Architecture faces recognition model: when the face recognition model operates, a model is needed to 

help locate the face in the image, which is called face detection. Some popular face detection models 

are Dlib, Haar cascades, and multi-task convolutional neural network (MTCNN). The MTCNN model 

gives the best results, although the implementation time is longer than the remaining models. 

Therefore, the face detection model which the author uses is the MTCNN model. 

2) Behavior monitoring module: the idea of cameras that can automatically monitor behavior (people and 

nature) detecting abnormal behavior and early warning for humans has long been rekindled. Many models 

have been created and achieved certain results. In the framework of this project, the author proposes a 

combination of convolutional neural network (CNN) cumulative network model and sequence-to-sequence 

model to solve the problem of human behavior classification in ecological forests. 

a) Similar models: with the born of the CNN model, video classification models have been 

increasingly improved. The current video classification models are mostly modeling human 

behavior and activities. The task of these models is to focus on guessing what people are doing in a 

video. This model may seem similar to the image classification model, but the difference comes 

from the more difficult level of the video classification problem. In an image classification problem, 

a machine learning model only has to look at a single picture to make a prediction, for the video 

model must consider all the frames in that video and one more important thing is that frames are 

continuous. Its means that the frames in a video follow a chronological order. In the machine 

learning model, we have a series of problems for similar timed data types, we call the model layers 

for these problems “time series”. 

b) Idea: a video is essentially a series of consecutive pictures; the classification of a video is essentially 

based on the classification and processing of each image in that video. To solve this problem, two 

things need to be solved: image processing and sequence-to-sequence classification and also how to 

install a model that can combine both models above. The sequence-to-sequence model (recurrent 

neural network (RNN) and LSTM) solves very well problems where the input is not one but many 

consecutive data points. Therefore, the above models are often applied to language problems, and 

chart predictions (stocks). For the image processing model, the convolution network has been 

proved to be the best model through a series of articles as well as built models. A typical 

convolution network usually has the first network blocks that are edge detection, followed by 
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convolution blocks that play a role in shape detection. Following these blocks are fully connected 

layers that play a role in synthesizing “features” learned from convolution blocks, the output of these 

layers is the feature vector of the image. Depending on the purpose of the network, this feature 

vector will be used for classification problems, and face recognition. 

c) Building model: the model uses conversion learning techniques, with CNN’s network using 

InceptionV3 is model trained on ImageNet series. From this CNN network, you will get feature 

vectors of 2048 dimensions. In addition, a similar model with the backbone is the NasNetLarge 

network, which was also built to compare the experimental results of the two models. Both 

InceptionV3 and NasNetLarge models are trained on Google’s ImageNet dataset. The accuracy of 

InceptionV3 is lower than NasNetLarge (top 1 accuracy 0.779 vs 0.825) but due to its compact 

structure, InceptionV3 calculation speed is faster than NasNetLarge. 

3) The knowledge graph is stored in the graph database: containing data about the person’s personal 

information, photos of his face as well as the history of his behavior in the resource forest. As shown in 

Figure 2, to capture video online using cameras, we have defined a series of terms of the following 

elements: actions, activities, and behaviors. a) actions are descriptions and conscious movements made 

by humans (e.g. cutting trees and destroying trees); b) activities are combined several actions (e.g. 

preparing-cutting trees and destroying forests); and c) human behaviors describe how the person 

performs these activities in real-time.  

In the proposed model as shown in Figure 2, a video is essentially a series of consecutive pictures. 

These pictures grouped in the classification in images of a video are essentially based on the classification in 

each image of the video. To figure out this problem, two things need to be solved as: 1) image processing and 

sequence-to-sequence classification; and 2) Implementation of a model that combined both the deep learning 

model with its graph database by tracking human behaviors as well as activities. 
 
 

 
 

Figure 2. Follow the chart of the proposed surveillance monitoring forest model 
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3.2.  The proposed deep learning model 

The architecture of the proposed deep learning model is performed after every 15 frames. After 15 

frames, a 25×2048 matrix was created from 20 features vectors of 25 frames over the InceptionV3 network. 

Experiments show that using 15 frames is best for balancing computational performance and behavioral 

classification. LSTM network structure is shown in Figure 3. 
 

 

 
 

Figure 3. The architecture of the proposed deep learning model 
 
 

The steps of the proposed model are described as follows. Firstly, videos from a camera have been 

captured in real-time. These videos are extracted into frames as images to classify images. Secondly, a series 

of images is transformed to LSTM network to give actions as features of human who has abnormal status in 

the domain of forest protection. To confirm the identification person (ID), the final step is applied to using a 

knowledge graph as Neo4j represented by a graph database to track human profiles.  
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In the system architecture, the model uses InceptionV3 shown in Figure 3 which applies to train the 

ImageNet series. In the experiments, both InceptionV3 and NasNetLarge models were trained on Google’s 

ImageNet dataset. The accuracy of InceptionV3 was lower than NasNetLarge (top 1 accuracy 0.779 vs 0.825) 

belonging to its compact structure, InceptionV3 calculation speed was faster than NasNetLarge. The behavioral 

classification would be performed every 15 frames. After 15 frames, a 25×2048 matrix was created from 20 

features vector of those 25 frames over the InceptionV3 network. Experiments show that using 15 frames is 

best for balancing computational performance and behavioral classification. LSTM network structure shows 

in Figure 3. Feature matrix 25×2048 was represented in the LSTM network with the output being the softmax 

layer, which plays the role of video classification. The experiments through several network architectures 

show that the model of 3 LSTM layers gives the best results. For the loss function, the model using the common 

loss function for the classification problem is the cross-entropy function. The output is the proposed system 

showed the ID person integrated with knowledge graph stored in graph database as discussed in section 3.3. 

 

3.3.  Integrated knowledge graph to deep learning model  

This example has shown the sending requests from the original ID person including profile and then 

detecting the entity from a person with his/ her profile, who visits a forest. The main attributes of the entity are 

identified. The entity type 𝑂 = [𝑃𝑒𝑟, 𝑃𝑟𝑜, 𝐷𝑖𝑠, 𝑊𝑎𝑟, 𝐿𝑎𝑛, 𝐿𝑜𝑐, 𝑊𝑝𝑙, 𝐴𝑖𝑟, 𝑇𝑟𝑎_𝑠𝑡𝑎, 𝐷𝑜𝑐, 𝐵𝑢𝑠_𝑠𝑡𝑎, 𝐵𝑢𝑠_𝑠𝑡𝑜] is 

collected. The name of the field is presented in Table 1. Each field is found and split into a corresponding entity.  

Based on the response that is returned from the initial request uniform resource locators (URL), 

the ReLeaSE (REL) entities are detected and moved into set 𝑅 to establish the relationships from the new 

entities to the original entity. The relationships between entities are described as follows. The integration of 

a knowledge graph is to Figure 4 out two algorithms as: 1) algorithm 1 is applied to create a knowledge 

graph; and 2) algorithm 2 is used to create a weighted directed relationship between person and location by 

calculating the total times’ check-in of a person at the location of a forest. Multidimensional inference 

between people and places is presented in Table 2. 

 

 

Table 1. Entities name notation 
Symbols Meanings 

𝑃𝑒𝑟 Persons (name, ID, gender, identification) are generated randomly 

𝑃𝑟𝑜 Provinces/Cities (63 nodes) 

𝐷𝑖𝑠 Districts (709 nodes) 

𝑊𝑎𝑟 Wards (11162 nodes) 

𝐿𝑎𝑛 Landmarks are generated randomly 

𝐿𝑜𝑐 Locations are in the forest 

𝑊𝑝𝑙 Workplaces in a forest 

𝐴𝑖𝑟 Airports (22 nodes) 

𝑇𝑟𝑎_𝑠𝑡𝑎 Train stations (92 nodes) 

𝐷𝑜𝑐 Docks forest (9 nodes) 

𝐵𝑢𝑠_𝑠𝑡𝑎 Bus stations (424 nodes) 

𝐵𝑢𝑠_𝑠𝑡𝑜 Bus stops are in the forest 

 

 

Table 2. Multidimensional inference between people and places 
Image explanation 

(Province)---[HAVE]→(District) 

(Province)---[HAVE]→(Airport) 
(Province)---[HAVE]→(Train station) 

(Province)---[HAVE]→(Bus station) 

(Province)---[HAVE]→(Dock) 
(District)---[HAVE]→(Ward) 

(Ward)---[HAVE]→(Landmark) 

(Ward)---[HAVE]→(Location) 
(Ward)[LOCATE]---(Bus stop) 

(Ward)[LOCATE]---(Work space) 

(Person)---[LIVE]→(Ward) 
(Person)---[WORK]→(Work place) 

(Person)---[CHECK_IN]→(Location) 

(Person)---[CHECK_IN]→(Landmark) 
(Person)---[CHECK_IN]→(Airport) 

(Person)---[CHECK_IN]→(Train station) 

(Person)---[CHECK_IN]→(Bus station) 
(Person)---[CHECK_IN]→(Dock) 

(Person)---[CHECK_IN]→(Bus stop) 
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Figure 4. A knowledge graph about the relationship between the person and places 
 

 

Algorithm 1. Create a knowledge graph 

1. For each object in 𝑂𝑏𝑗𝑒𝑐𝑡𝑠 

2. If object is in [𝑃𝑒𝑟, 𝑃𝑟𝑜, 𝐷𝑖𝑠, 𝑊𝑎𝑟, 𝐿𝑎𝑛, 𝐿𝑜𝑐, 𝑊𝑝𝑙, 𝐴𝑖𝑟, 𝑇𝑟𝑎_𝑠𝑡𝑎, 𝐷𝑜𝑐, 𝐵𝑢𝑠_𝑠𝑡𝑎, 𝐵𝑢𝑠_𝑠𝑡𝑜]: 

3. 𝑁𝑜𝑑𝑒𝐺 = {} 

4. 𝑁𝑜𝑑𝑒𝐺 += object attributes 

5. 𝑁𝑜𝑑𝑒𝐺 += type of object 

6. Create 𝑁𝑜𝑑𝑒𝐺 in graph 

7. For each Rel in relationship: 

8. 𝑅𝑒𝑙𝐺 = {} 

9. For each object in Rel: 

10. 𝑅𝑒𝑙𝐺 += object  

11. 𝑅𝑒𝑙𝐺 += 𝑅 type attributes 

12. Create 𝑅𝑒𝑙𝐺 in graph 

 

Algorithm 2. Create a weighted directed relationship between person and location by calculating the total 

time’s check-in of a person at the location of a forest 

Input: list the status of the location 

Output: weighted relationships between person and location 

1. Foreach status in 𝑙𝑖𝑠𝑡_𝑝𝑒𝑜𝑝𝑙𝑒 

2. Place = get a place of status 

3. 𝑙𝑖𝑠𝑡_𝑟𝑒𝑠 = get response of status 

4. Foreach res in 𝑙𝑖𝑠𝑡_𝑟𝑒𝑠 

5. Person = get person object of response 

6. 𝑟𝑒𝑙_𝑝𝑒𝑟𝑠𝑜𝑛_𝑝𝑙𝑎𝑐𝑒 = get relationship interact from person to place 

7. If exist 𝑟𝑒𝑙_𝑝𝑒𝑟𝑠𝑜𝑛_𝑝𝑙𝑎𝑐𝑒: 

8. Weight = 𝑔𝑒𝑡 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑟𝑒𝑙_𝑝𝑒𝑟𝑠𝑜𝑛_𝑝𝑙𝑎𝑐𝑒 

9. Else: 

10. 𝑖𝑠_𝑙𝑖𝑘𝑒_𝑝𝑙𝑎𝑐𝑒 = get relationship person like place 

11. If exist 𝑖𝑠_𝑙𝑖𝑘𝑒_𝑝𝑙𝑎𝑐𝑒: 

12. Weight =1 

13. Else: 

14. Weight = 0 

15. 𝑟𝑒𝑙_𝑝𝑒𝑟𝑠𝑜𝑛_𝑝𝑙𝑎𝑐𝑒 = {weight: weight} 

16. If 𝑟𝑒𝑠𝑝𝑜𝑛𝑒. 𝑡𝑦𝑝𝑒 == ‘abnormal’ 

17. Weight += 0.75 

18. Else if 𝑟𝑒𝑠𝑝𝑜𝑛𝑒. 𝑡𝑦𝑝𝑒! = ‘abnormal’ and 𝑟𝑒𝑠𝑝𝑜𝑛𝑒. 𝑡𝑦𝑝𝑒! = ‘warning alarm’: 

19. Weight += 0.9 

20. Else: 

21. Weight += 1 

22. 𝑟𝑒𝑙_𝑝𝑒𝑟𝑠𝑜𝑛_𝑝𝑙𝑎𝑐𝑒 = {weight: weight} 

23. Model schema (𝑟𝑒𝑙_𝑝𝑒𝑟𝑠𝑜𝑛_𝑝𝑙𝑎𝑐𝑒) 
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4. EXPERIMENTAL RESULTS 

4.1.  Data sets, experiments, and cases study 

The proposed model has been tested using a dataset of the Asian celebrity set provided by 

DeepGlint [26]. The dataset includes 93,979 identities out of a total of 2,830,146 processed images that 

identify face detection. From the above image series, the proposed model has been tested on all faces by the 

landmark file containing the face coordinates in the image and resized to 112×112. In the experiments, some 

training parameters of the proposed model are as: 

− Training data: Asian celebrity includes 93,000 identities / 2.8 M photos. 

− Hardware: 2 GPU Tesla P100. 

− Batch size: 64. 

− Optimal algorithm: gradient momentum. 

− Epoch number: 14. 

In a case study of forest protection in this video, the human has completely normal behavior in the 

proposed system has been recognized as a “normal” prediction, as shown in Figure 5. It also shows the 

results of the person in the graph database so we can check a person’s historical profile, as shown in Figure 6. 

In this video, the proposed model shows a behavioral surveillance person who is detected with its statuses 

such as abnormal behavior (cutting down the tree) and the face recognition model detects this person’s 

identity, so the action about this person’s behavior also adds his abnormal behavior to the proposed system. 

Another example shows all features of a human who visits the forest. It is possible to track the person in the 

Knowledge graph as Neo4J as shown in Figure 7. 
 

 

 
 

Figure 5. Warning abnormal behavior cutting the tree 
 

 

 
 

Figure 6. “John Doe” abnormal behavior profile in the graph database 



                ISSN: 1693-6930 

TELKOMNIKA Telecommun Comput El Control, Vol. 20, No. 6, December 2022: 1276-1287 

1284 

 
 

Figure 7. Abnormal behavior profile in graph database of knowledge graph 
 

 

4.2.  Result Discussions 

To validate the proposed model, the proposed model has been tested with two methods such as 

benchmark of large-scale unconstrained face recognition method (BLUFR) and behavior monitoring (entropy 

cross) using cameras taking a series of images in real-time in the forest. 

1) BLUFR evaluation: the evaluation method is used to evaluate pairs of images. The proposed model has 

been tested through a case study to make the right decision of human recognition which pair of images 

of persons. In the experiments, the parameters set, as expressed by (1), (2) in the following parameters. 
 

𝑇𝐴(𝑑) = {(𝑖, 𝑗) ∈ 𝑃𝑠𝑎𝑚𝑒 , 𝑣ớ𝑖 𝐷(𝑥𝑖 , 𝑥𝑗) ≤ 𝑑} (1) 
 

𝐹𝐴(𝑑) = {(𝑖, 𝑗) ∈ 𝑃𝑑𝑖𝑓𝑓 , 𝑣ớ𝑖 𝐷(𝑥𝑖 , 𝑥𝑗) ≤ 𝑑} (2) 
 

Where 𝑇𝐴 represents a true value which is distance pairs of the same as identity measurement. 𝐹𝐴 represents 

a false value that represents distance pairs of various identities when misclassified. 𝑑 is the threshold that 

determines vectors whether belong to the same identity or not. To validate the rate, it is expressed by (3), (4). 
 

𝑉𝐴𝐿(𝑑) =
|𝑇𝐴(𝑑)|

𝑃𝑠𝑎𝑚𝑒
 (3) 

 

𝐹𝐴𝑅(𝑑) =
|𝐹𝐴(𝑑)|

𝑃𝑑𝑖𝑓𝑓
 (4) 

 

The accuracy is the number of images that are correctly verified over the total number of images. 

The prosed model has been tested by using the BLUFR. The model has been tested by the BLUFR method with 

minimizing the cases of false recognition, setting the false acceptance ratio (FAR) value at 0.1%. To evaluate 

the training results of the proposed model, it was compared with another pre-training model: 

− Training data: MS1M-ArcFace includes 85,000 identities / 5.8M images (data source [14], [15]). 

− Hardware: 8 Tesla P40 GPU. Batch Size: 256. 

The proposed model in evaluation results by using the BLUFR method using datasets as: 
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− Labeled faces in the Wild (LFW): 5,749 identities / 13,233 images / 6000 pairs (source: item [16] 

references). 

− AgeDB-30: 570 identities / 12,240 images / 6000 pairs. It is a diverse dataset of age (source: item [17] 

references). 

− Celebrities in frontal and profile (CFP): 500 identities / 7,000 and self-collection: 67 identities / 735 

images / 6360 pairs consist of frontal and cross-sectional photos. 

− The celebrity dataset was taken in 2 types horizontal and frontal (source: item [18] references). 

a) CFP-FP: 7000 pairs. Including 1 frontal photo and one horizontal photo. 

b) CFP-FF: 7000 pairs. Includes pairs of frontal photos. 

2) Behavior monitoring evaluation 

The evaluation method of the proposed model has been calculated by the percentages of accuracy by 

dividing the total number of correct predictions by the amount of data. The model loss function used is a 

“categorical cross-entropy” with the purpose mostly based on the number of data layers. While calculating 

the value of the loss function, the labels of data for the model training are encoded as “one-hot encoding”. 
 

𝑦𝑜𝑛𝑒ℎ𝑜𝑡 = [𝑦1, 𝑦2, … , 𝑦𝑁] {
𝑦𝑖 = 1

𝑦𝑗 = 0 ∀𝑗 ≠ 𝑖 (5) 

 

Where 𝑖 is the actual label of data, and 𝑁 is the number of data layers. 

The output of the softmax function is a vector with 𝑁 dimensions representing the probability of 

data point that belongs to different layers. 
 

𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡 = [�̂�1, �̂�2, … , �̂�𝑁] (6) 
 

The purpose of the categorical cross-entropy is to penalize other predictions that are different from the actual 

label of the data point. Thus, the “entropy” function gives a percentage of similar two vectors of probability 

distribution in the same direction as expressed by (7). 
 

𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ 𝑦𝑖 log(𝑥𝑖) , 𝑥𝑖
𝑁
𝑖=0 ∈ 𝑋, 𝑦𝑖 ∈ 𝑌 (7) 

 

The entropy value would be large when the two probabilities are considered. As shown in the formula for the 

categorical cross-entropy loss function by summing the entropy values of the given predictions with its one-hot 

vector as shown in (8). 
 

𝐿(𝑦, �̂�) = − ∑ ∑ 𝑦𝑖𝑗 log (�̂�𝑖𝑗)𝑁
𝑖=0

𝑀
𝑗=0  (8) 

 

Where 𝑀 is the number of data points and 𝑁 is the number of data layers. For the “batch gradient” 

method, 𝑀 is the number of data points in the batch, which is equivalent to the batch-size value. Experiments 

of the proposed model have been tested using 5524 data points. The test has been divided by 8:2 into the data 

set for training and testing. The LSTM model was trained based on a cross-validation strategy. Training data 

is shuffled and divided in a 9:1 ratio for training and validation. As shown in Table 3, a comparison of 

training results for the CNN + LSTM model indicates. As shown in Table 3, the proposed model 

(NasNetLarge + 3 × LSTM (512) + FC (1024) + FC (50)) in experimental results indicate that the proposed 

model has been validated on real-world datasets to demonstrate this method’s effectiveness. 
 

 

Table 3. Comparison of training results for CNN + LSTM model 
Architect Train loss Train accuracy (%) Validation loss Validation accuracy (%) Test loss Test accuracy (%) 

InceptionV3 

+ 3 × LSTM (512) 
+ FC (1024) 

+ FC (50) 

0.0945 96.66 0.1263 95.55 0.2006 93.49 

InceptionV3 
+ 2 × LSTM (512) 

+ FC (1024) 

+ FC (50) 

0.1843 93.6 0.1286 95.18 0.1935 93.15 

InceptionV3 

+ 3 × LSTM (512) 

+ FC (768) 
+ FC (50) 

0.1812 93.72 0.1563 94.98 0.1744 93.6 

NasNetLarge 

+ 3 × LSTM (512) 

+ FC (1024) 

+ FC (50) 

0.0644 97.43 0.0847 96.79 0.1047 96.38 
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5. CONCLUSION 

In this paper, we have presented a new method for the improvement proposed deep learning model 

integrated with a knowledge graph with an adaptive prioritization mechanism for the surveillance monitoring 

system to track human behavior in real-time for the forest protection domain. To address a range of typical 

situations we use dynamic questions and responses based on discussions with advice from experts and 

consultants. Experimental results indicate that the theoretical basis of deep learning integrated with a graph 

database to demonstrate human behaviors by tracking human profiles to apply forest protection using this 

method’s effectiveness. The proposed model proves a novel approach using deep learning for face 

recognition with its behavioral surveillance of the human profile integrated with a graph database that can be 

applied in real-time in a forest protection domain. For further investigation in this study, it should be 

extended the models of Deep learning integrated with knowledge graphs in reasoning to track groups of 

human behaviors and relational activities of human groups in real-time.  
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