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 This research is about the application of multi-threaded and trie data 

structures to the support calculation problem in the Apriori algorithm. 

The support calculation results can search the association rule for market 

basket analysis problems. The support calculation process is a bottleneck 

process and can cause delays in the following process. This work observed 

five multi-threaded models based on Flynn’s taxonomy, which are single 

process, multiple data (SPMD), multiple process, single data (MPSD), 

multiple process, multiple data (MPMD), double SPMD first variant, and 

double SPMD second variant to shorten the processing time of the support 

calculation. In addition to the processing time, this works also consider the 

time difference between each multi-threaded model when the number of 

item variants increases. The time obtained from the experiment shows that 

the multi-threaded model that applies a double SPMD variant structure can 

perform almost three times faster than the multi-threaded model that applies 

the SPMD structure, MPMD structure, and combination of MPMD and 

SPMD based on the time difference of 5-itemsets and 10-itemsets 

experimental result. 
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1. INTRODUCTION 

Many algorithms can be used in association rule mining. The commonly used algorithm for 

association rule mining in transactional databases is the Apriori algorithm [1]-[3]. Bhandari et al. [4] presents 

a new approach to data separation by modifying the native Apriori algorithm using a tree-based approach. 

The study shows a method that helps find itemsets that occur frequently but with fewer tables. So the amount 

of space required to store the table is significantly reduced.  

The hash tree [5]-[7] has been implemented in the distributed computing environment of Spark. 

Another used Hadoop-map reduce framework [8], [9], and graph computing techniques for frequent itemsets 

mining have been published by Zhang et al. [10]. However, in this research, the trie-based of Apriori 

algorithm was implemented on a single node.  

In the problem of market basket analysis, the data that must be processed is vast. Calculating 

support count in the generation of candidate sets is a bottleneck process. It will take a long time to use only a 

basic Apriori algorithm with a trie data structure. Therefore, the multi-threaded concept is tried to be applied 

whether it can be utilized to minimize the time required in processing the support count. To achieve the 

counting task, the candidate set positions in the trie are calculated by applying a formula to get the address or 

index of the candidate. In this research, it is called the indexing candidate set. 

https://creativecommons.org/licenses/by-sa/4.0/
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This research topic is about utilizing multithread to get frequent itemset mining based on [11], 

in which this paper found that there is still a tiny amount of research using the multi-threaded approach. 

In [11] discusses the development of research solutions for obtaining frequent itemset mining over the last 25 

years. This paper categorizes solutions into sequential, multithreading, and distributed computing. According 

to Luna et al. [11], using multi-threaded solutions with shared memory is not yet so crucial mainly because 

memory requirements are one of the main problems to be solved in frequent item mining (FIM). It explains 

why distributed computing-based solutions are increasingly emerging, especially with the big data explosion. 

Some research works on distributed computing environments are represented in [12], [13]. Both results are 

experiments the Spark, while in [13], Spark is developed instead of Hadoop because in-memory computation, 

in [12] initially investigates issues involved with pattern mining approaches and related techniques like 

Apache Hadoop, Apache Spark, parallel and distributed processing. It then examines significant parallel, 

distributed, and scalable pattern mining developments, analyzes them from a big data perspective and 

identifies difficulties in designing algorithms. 

Then years later, with increasing interest in graphics processing units (GPUs), several new parallel 

GPU-based approaches were proposed. One of the significant works of the GPU approach is as written in [14], 

in which three high-performance computing (HPC)-based versions of single scan have been proposed for 

frequent itemset mining, namely GPU single scan (GSS-GPU) which implements single scan (SS) on a GPU, 

cluster single scan (CSS)-cluster single scan, and CGSS-cluster GPU single scan. The results reveal that 

CGSS outperforms GSS and CSS which implements SS on a cluster for large databases. The results also 

show that cluster GPU single scan (CGSS) which implements GSS-GPU on a Cluster outperforming the 

sophisticated HPC-based FIM approach by using large databases for different threshold support values. 

Another works similar to [14] is GMiner, explained in [15]. It achieves blazing-fast performance by fully 

utilizing the GPU’s computing power. However, this method oppositely performs the mining task. Instead of 

storing and exploiting patterns in the intermediate level tree, it mines patterns from the first level of the 

enumeration tree.  

Under both works, our research aim is not yet exploiting hardware support as the GPU but establishing 

the first fundamental process model. Ultimately, some multi-threaded [16] model in this research is used to test 

how fast the time is needed in calculating the support count by using an Apriori algorithm. The model has been 

enhanced with a trie data structure and tested on a single node. 
 
 

2. METHOD 

The research conducted is a quantitative research using experimental research techniques. First, 

experiments were carried out to apply the concept of multi-threaded and trie to the support subset calculation 

process. After that, analyze the time required to carry out the process quantitatively on the number of threads 

and variants of certain items. 
 

 

 
 

Figure 1. The proposed method for this works 
 

 

Figure 1 is the methodology of this research which consist of eight steps: 

1) Problem definition: this step defines the problem that needs to be addressed from potential problems 

mainly from the history of our work, and one of them is the proposed topic. 

2) Literature study: the study mainly focuses on extending past work about performance analysis in 

determining FIM to be further equipped by some means of parallel processing. So this research starts on 

the thread-level parallelization by utilizing multithread on some steps of processes in a pipelining 

manner. The other subjects related to parallelization are Flynn taxonomy, inter-process communication, 

and race condition that cannot be abandoned. 
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3) Technology exploration: along the way to the literature study, technologies related to the subjects 

mentioned areexplored. In this research much of the implementation will use Java as the main platform 

so the components of logic, for example, multithread programming and mutual exclusion mechanism 

will be implemented using Java. 

4) Analysis of problem domains: the analysis was conducted to determine the behavior of the support 

calculation process and the index search method based on the analyzed support calculation pattern 

and the data structure of the trie needed to store the support value. The index search method is 

required to find the index location of a subset of the trie. 

5) Data preparation: this step is conducted after the domain problem’s behavior is understood and 

specifically defined and modeled. The data is a dummy, and the data format is the text that 

resembles transactions and will be created using an automated random algorithm. 

6) Software development: the development will use a multi-threaded model adopted from computer 

architecture categories [17]-[20], namely Flynn taxonomy. Since the model is at the process level, the term 

process will be used instead of instruction. So multiple instructions multiple data (MIMD) becomes 

multiple process multiple data (MPMD). Among the processes on the models are then chained by 

pipelining approach [21]. Despite the single process, single data (SPSD), are single process, multiple 

data (SPMD), multiple process, single data (MPSD), and MPMD, this work restricts just two models, 

MPMD and SPMD, since our focus is on multi-threaded separated data (MD-multiple data) to achieve 

more parallel works. 

7) Planning of experiment: this step will prepare the running of an experiment by creating scenarios 

reflecting regions to be observed related to the research question. The scenarios are generated based on 

the analysis result so that the target direction will be well reserved.  

8) Execution of experiments. 

Experiments were carried out for each multi-threaded model based on the scenarios. The processing 

time of each model is compared to analyze the speed efficiency. The number of transactions that are the 

subject of the experiment is 100,000 transactions with variance items are five and10 items. The dataset used 

for the experiment is a dataset that has been randomly generated with a different number of item variants 

from each record in the dataset. Table 1 contains an example of the data generated for the experiment’s needs 

with the number of item variants of 10. 
 

 

Table 1. The example of dataset 
Transaction ID Items 

T1 {3, 5, 10} 

T2 {1, 2, 3, 4, 5, 6, 7, 8, 10} 
T3 {10} 

 

 

The run time obtained from the experimental results of each model determines the performance [22]. More 

specifically, the quality of each multi-threaded model is based on the following factors: 

− Average processing time for each model. 

− The difference in the period when the number of item variants increases in each model. 

Time quality is declared to be better if one of the multi-threaded models is applied faster than the other. 
 
 

3. RESULTS AND DISCUSSION 

The multi-threaded process is implemented in read, combine, index, and support process. 

In contrast, the frequent process is excluded, as seen in Figure 2. First, the data structure used to 

represent trie is a two-dimension array. The row of the array is 2n-1 since it represents the number of a 

subset of superset of all possible combinations of n items. If 𝑛, the number of item, is 3 then the 

superset is {{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}. Each of the subsets is called the candidate 

set, and it is required that each candidate set will have support reflecting the popularity of the sale items. 

It means support is calculated based on the transactions of the item. Each subset’s location, which we 

named the index, is fixed at a certain position on the array and can be reached by calculating a formula 

instead of a one-by-one exhausting search. The formula is a function that gets the subset or superset of 

items sold in each transaction as an input parameter and returns an integer as an index of the array 

where the subset is located. If transaction 𝑇1 consist of item 2 and 3 then each of support [hash({2})], 

support [hash({3})], and support [hash({2,3})] will be incremented by 1. From the above description, 

we will have six processes as: 

1) Read 𝑛 the number of item sales, create the array of 2n-1 rows 
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2) Read the transaction data (read) 

3) Generate superset (combine) of item set on transaction of step 2 

4) Find index using Hash-node calculation (index) 

5) Update support count on trie (support) 

6) Get a frequent itemset based on a minimum threshold (frequent) 
 

 

 
 

Figure 2. Support value calculation process 
 

 

One of the essential tasks in this research is the formula, the index calculation method.  

The index search method used in this study is based on the pattern of each subset length, the number of 

branch points found, and the number of subsets of one branch point using the trie [23] data structure. 

Figure 3 illustrates the modified Hash-node calculation trie tree of this research. 
 

 

 
 

Figure 3. Example for index of itemset {2, 3, 4} is 14, which are 𝑦1 = 10 and 𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒 = 4 
 

 

There are four steps to get the index of the k-itemset as: 

− Step 1. 𝑦1: get the number of subsets by using the 𝑦1 [23]. Itemset of 𝑦1 are: {{1}, {2}, {3}, {4}, 

{1,2}, {1,3}, {1,4}, {2,3}, {2,4}, {3,4}}. 
 

𝑦1 = ∑
𝑛!

𝑘!(𝑛−𝑘)!

𝑙𝑒𝑛−1
𝑘=1   (1) 

 

The 𝑦1 of Hash-node calculation [23] is still used, but the 𝑦2 , 𝑦3 , 𝑦4 , 𝑦5 via branch point (BP) 

calculation has been replaced with the algorithm of searching the node based on the generated itemset 

combination using powerset algorithm approach [24] at step 2. The algorithm is a development of the 𝑦1 as: 
 

𝑦1′ = ∑
𝑛!

𝑘!(𝑛−𝑘)!

𝑙𝑒𝑣𝑒𝑙
𝑘=𝑙𝑒𝑣𝑒𝑙  (2) 
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The 𝑦1′ cannot get the location for a given itemset, but it returns the number of all nodes in the 

trie tree at a given level. It still needs further calculations that return the value of the location by 

checking whether the combination of itemset returned is the same as the itemset being searched for. 

Therefore, the algorithm does not perform the generate itemset combination from a 1-itemset. Still, it is 

carried out only on the combined value for a certain level length of 𝑘 until the itemset combination 

(node) which is looking for is found. A sample pseudo-code for the modified Hash-node calculation 

process is as: 

− Step 2. 𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒: get all nodes of the itemset by tracing the trie at a certain level of 𝑘 by calling 

the combination method, where size is k or a level in the trie tree (see Figure 3). All Itemsets of 

𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒 are: {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}}. Figure 4 shows the main program of 

𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒 itemset generation and Figure 5 shows the module for combination algorithm generation at 

a certain level of trie tree. 
 

 

 
 

Figure 4. The main program, which calls the combination module 
 

 

 

 

 
 

Figure 5. Module to get list of 𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒 combination, where 𝑣𝑎𝑙𝑢𝑒𝑠 = 𝐴𝑟𝑟𝑎𝑦𝑠. 𝑎𝑠𝐿𝑖𝑠𝑡(𝑖𝑡𝑒𝑚𝑠𝑒𝑡) and 

𝑠𝑖𝑧𝑒 = 𝑘 [25] 
 

 

To get a particular index, it needs to check the similarity between the itemset and the result of 

𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒 list. 

− Step 3. 𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒′: do itemset similarity checking. If the itemset being searched for is {1, 2, 4} then 

the values of 𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒′ are: {{1, 2, 3}, {1, 2, 4}}, as seen in Figure 6. 

− Step 4. 𝑖𝑛𝑑𝑒𝑥: get the index location of a subset at the trie tree by summing the value of 𝑦1and 

𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒. 
 

𝑖𝑛𝑑𝑒𝑥 = 𝑦1 + 𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒′ (3) 
 

 

 
 

Figure 6. Module to get the list of 𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒 until it is the same with itemset being searched for 
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Two main thread models are applied in this research: lightweight process (LWP) and big process (BP). 

Here’s the process behavior for the LWP, as shown in Figure 7. The BP thread model is shown in Figure 8.  
 

 

 
 

Figure 7. LWP thread model 
 

 

 
 

Figure 8. BP thread model 
 
 

All threads for the LWP model use the same model overall, except for the read thread, because the 

data has already been prepared. Furthermore, the Frequent process is excluded from the main thread cycle. 

Still, the Frequent process is executed in a class of the main program when all (read, combine, index, and 

support) of the calculating process of the support value of each candidate set have been done. 

There are two types in LWP, which are threadProcess and threadList. The threadProcess executes 

read, combine, index, and support for new transaction data, while the threadList saves the result of the 

previous read, combine, index, and support process. So, for example, if the object for thread two is looking 

for a subset of transactions, then the object needed is a threadList, and the process executed is threadProcess. 

After the threading process is complete, the last object element marker (EOF) is added that the processed 

object has been completed. 

Before the main process loop (loop 2) starts, the object size is checked in loop 1. If the object for the 

process is still empty, then the thread goes to a sleep state. Likewise, loop two does not run if the object size 

is still empty, but after the main process (eg. threadProcess) is successfully carried out once using a repeat 

until () control block and so on until the contents of the object are the markers for the last object element of 

the process in the previous thread. 

The thread model with double-checking on the object size is applied that way because if you take 

the object size directly, the result may be less than the actual object size, i.e. the object size as a result of 

processing from the previous thread. It is caused by the kernel’s erratic running of thread sequences. Process 

behavior for BP model threads is different from LWP, where threads are applied to the size of the dataset 

divided by a certain number of sizes, not to each process like the thread model in LWP.  
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All threads for the BP model use the same model as the process behavior on a single thread [23], 

in which the order of processes is maintained. There are two main parts of the process, namely the first to 

process read, combine, index, and support for 𝑑𝑎𝑡𝑎𝑠𝑒𝑡[𝑖] to EOF of transaction data. After the support 

values are updated for all candidate sets in the trie, then the frequent process starts from the first index of the 

support list to the last index of it, where a node in the trie will be removed for the index which has support 

value is less than the threshold value (minimum support). 
 

 

 
 

Figure 9. Read, combine, index, and support process on BP and LWP 
 

 

Based on the working principle of threads from BP and LWP, as seen in Figure 9, the following 

multi-threaded model was developed in this study by utilizing the working principle of user threads. Where 

developers create threads to handle multiple control flows in software using the API provided by the thread 

library [26]. Here’s the main program (simplified) for each multi-threaded model based on Flynn’s taxonomy 

approach [17]. 

1) SPMD use data-driven approach: one thread contains five stages of the support search process for a 

certain amount of data. The total transaction data is divided into four threads, as seen in Figure 10. 

There are three parts of the program, namely: 1) declaration of thread object; 2) thread for read, combine, 

index, and support process; and 3) frequentprocess, as seen in Figure 10. Part 1 and 3 of the program are 

always the same for all thread models, so the program discussion for the next will only focus on part 2. 

The four stages of the process start from the read, combine, index, support, and the last is the frequent 

process which is executed in a class of the main program or excluded from the multi-threaded process. 

The number of transaction data used as the test dataset is 100,000, so T1 performs the calculation 

process for the support value of each candidate set for transaction data starting from 0 to 25,000 

transaction data and so on until T4 starts from 75,000 to 100,000 transaction data. The total thread in 

this model is five, which are the main program and four threads mentioned. 
 
 

 
 

Figure 10. SPMD multi-threaded models 
 
 

2) MPSD use lightweight process (LWP) approach: the multi-threaded MPSD model used in this study can 

be seen in Figure 11. One thread contains one stage (substep) of finding support for all data. T1 to read 

all transaction data (read), T2 to find a superset of all transaction data (combine), T3 to find the index of 

each subset that has been obtained (index), and T4 to add support values to the candidate set with the 

same index has been obtained (support). At the start, all threads that don’t have data sleep first, but not 

the case for thread reading transactions since the data is available. The thread is then executed and 

scheduled according to the kernel. After all threads (read, combine, index, and support) have been 

executed, the last is to do a frequent process executed in the main program. The total thread in this model 

is five, the main program and four threads mentioned. For MPSD, where processes run using a shared 
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variable, they are handled with care for the possibility of race conditions, as shown in Figure 12. 

The shared variables are rtrans, Sset, and ndx. Each variable is used by at least two processes 

depending on the thread number created for each process. The two competing process works in a 

producer-consumer pattern, where the counters of the variable content are the shared variables. So when 

the process role is producer, they will sleep as the shared memory is full as opposed to the one with 

consumer role in which they will sleep as the memory is empty. Some processes have both roles. This 

mechanism will affect performance issues. 
 

 

 
 

Figure 11. MPSD multi-threaded models 
 

 

 
 

Figure 12. LWP with a pipeline 
 

 

3) MPMD: data is divided into groups, so multiple data are available to be processed separately. The MPMD 

of this study can be seen in Figure 13. The process behavior of the MPMD model is the same as the 

previous MPSD model, but one LWP only works on 1/4 of the total transaction data. The LWP threads 

in this model are 16, which work in parallel [27] which consists of 4 groups of datasets that are divided 

together with 1 group of datasets done by one LWP cycle, which consists of 4 threads that work in 

parallel as well, namely read, combine, index, and support threads. So, the total number of threads of 

this model is 17. 
 

 

 
 

Figure 13. MPMD multi-threaded models 
 

 

4) The first variant of double SPMD: basically, the process behavior of this double SPMD model is the 

same as the previous SPMD model, but one task is carried out by four threads that work in parallel 

onn/4 amount of data. For this scenario, each task, starting from read works in isolation and sequential, 

one task after another. Each task is handled by four threads that run parallel. No other process is 

participating, waiting for their turn. After the read task finishes, the task of combine, also done by four 

threads and gets its turn. Then the total of threads is 17, as shown in Figure 14. The result of each task 

will be stored separately. For example, the result of T1 will be stored in ReadList (𝑘), where the value 

of 𝑘 starts from 1 to 4, according to the value of T1 to T4. 
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Figure 14. The first variant of double SPMD multi-threaded models 
 
 

5) The second variant of double SPMD: there is another double SPMD model run by half of the first 

double SPMD model. The idea of this model is to find what mechanisms are the potential to get a more 

efficient run time. The first finding is to give more threads to the complex process where more workers 

may help. The index calculation process used by Hash-node calculation [23] is the one eligible for the 

qualification. Therefore the number of threads for Index calculation is twice the first variant of the double 

SPMD model. The second finding is that the level of lightweight of a process is optimum. It seems the 

index calculation and support can be united together since the support process is too light that it consists 

of just a statement of incrementing the support value of the index. If they are kept separately, they need 

to synchronize access to the competing shared variables, which is not the case if they are kept together. 

The new model is shown in Figure 15. 
 

 

 
 

Figure 15.The second variant of double SPMD multi-threaded models 
 

 

This work conducted five experiments using processor Intel® Core™ i5-8250U CPU @ 1.60 GHz 

1.80 GHz, installed RAM is 12.0 GB, the system type is a 64-bit operating system, x64-based processor, and 

Java [26] multithreading libraries. The detail of the experimental results is shown in Table 2 for 5-itemset and 

10-itemset, where the SPMD model is the fastest for the 5-itemset, while the second double SPMD is the 

fastest for 10-itemset. Meanwhile, the MPMD model is longer than others, both 5-itemset and 10-itemset. 

Furthermore, the first and second double SPMD model is faster than others on average. 
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Table 2. The experimental results for A: SPMD; B: MPSD; C: MPMD; D: the first variant of double SPMD; 

and E: the second variant of double SPMD 
Multi-threaded model Total threads Number of item variants Processing time average (ms) 

A 5 5 1494 

  10 388813 

    
B 5 5 2553 

  10 370323 

    
C 17 5 2838 

  10 367635 

    
D 17 5 1688 

  10 136386 

    
E 17 5 1608 

  10 125601 

 

 

Table 2 shows the time difference between the longest for 5-itemset is 2838 (MPMD) – 1494 

(SPMD) = 1344 ms and for 10-itemset is 388813 (SPMD) – 125601 (second double SPMD) = 263212 ms. 

Figure 16 shows the time difference based on the number of item variants and thread models. It shows that 

the double SPMD model is faster than others, with the fastest is the second variant of double SPMD, which is 

123993 ms or 123 seconds, and the longest of all multi-threaded models is the SPMD model, 387319 ms or 

387 seconds. The time difference for the number of item variants and thread models is 387–123=264 seconds. 

Furthermore, from the first of three rows, namely SPMD, MPSD, and MPMD, the pipeline structure adds 

cost to the sleep and wakeup mechanism and needs to be carefully utilized. It happens as the index and 

support process is united, which affects the performance significantly. 
 
 

 
 

Figure 16. Time difference of 5-itemsets and 10-itemsets for A: SPMD, B: MPSD, C: MPMD, D: the first 

variant of double SPMD, and E: the second variant of double SPMD 
 

 

4. CONCLUSION 

This research conducted a multithread process by examining five models based on Flynn taxonomy 

to get insight into how threads work and how they behave inter-process communication to achieve 

synchronization and their effect on performance. One of the findings from the observation is to have a model 

process of multithread with optimal synchronization. Because the greater the number of threads is not always 

the lower the time processing is obtained. Although the average result of the double variant of SPMD 

(17 threads) is faster than SPMD (5 threads), the MPMD (17 threads) is longer than the double variant of 

SPMD (17 threads) for both 5-itemset and 10-itemset, besides that the MPMD (17 threads) is longer than 

SPMD (5 threads) for 5-itemset. Our work has achieved just the beginning of the requirement and needs to 

address some related subjects. Up to this point, the research had two ideas for reducing synchronization: 

1) isolating each process and, at the same time, double the worker; and 2) they were uniting or joining the 

wrong size of LWP. On average, the SPMD (BP thread) model is faster than MPMD (LWP thread) model. 

There are more logical algorithms for synchronizing the MPMD model selection process, starting from the 

combine process, then index process, and the last is the support process. Each process has to guarantee that 

the list of datasets in (i-1) or the previous process has been completed before the (i) process is finished. 

The selection is based on the list size between (i-1) and (i) processes. Otherwise, the SPMD model has not 

had too much selection process because the (i) process will not be started before all of the datasets in the (i-1) 

process have been completed. 
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Further research is recommended to take at least two paths. The first path is to learn more about how 

threads behave, especially on the inter-process communication (IPC) and related blocking mechanisms as the 

thread is read, sleeps, and wakes up. It’s also a potential candidate for trying the child process instead of 

thread or the combination. The second path is conducted on the same topic in distributed computing 

environments, such as the Hadoop-map reduce framework or the Spark platform. The index calculation 

process requires complex steps. It is recommended to break down the index process to become a specific 

threads process that conducts the calculation of 𝑦1 and 𝑙𝑒𝑣𝑒𝑙𝑁𝑜𝑑𝑒. The algorithm’s complexity requires a 

large enough memory to generate the combination of itemset so that only a small amount of heap space is 

available. This research makes the generation of itemset combination maximum for a 10-itemset. This bit of 

space will also affect the speed of the following process. The less heap space available, the slower the 

process runs. It also affects the number of variants of transaction items. Because the greater the number of 

transaction items, the greater the heap space needed to calculate the subset index. For this reason, it is 

necessary to try experimenting with distributed computing. It is also recommended to use more extensive 

data. With the relatively large amount of experimental data, much more scenarios can be done, and possibly 

more insight can be taken from the results. 
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