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 This research aimed to evaluate the performance of the A Lite BERT 

(ALBERT), efficiently learning an encoder that classifies token 

replacements accurately (ELECTRA) and a robust optimized BERT 

pretraining approach (RoBERTa) models to support the development of the 

Indonesian language question and answer system model. The evaluation 

carried out used Indonesian, Malay and Esperanto. Here, Esperanto was used 

as a comparison of Indonesian because it is international, which does not 

belong to any person or country and this then make it neutral. Compared to 

other foreign languages, the structure and construction of Esperanto is 

relatively simple. The dataset used was the result of crawling Wikipedia for 

Indonesian and Open Super-large Crawled ALMAnaCH coRpus (OSCAR) 

for Esperanto. The size of the token dictionary used in the test used 

approximately 30,000 sub tokens in both the SentencePiece and byte-level 

byte pair encoding methods (ByteLevelBPE). The test was carried out with 

the learning rates of 1e-5 and 5e-5 for both languages in accordance with the 

reference from the bidirectional encoder representations from transformers 

(BERT) paper. As shown in the final result of this study, the ALBERT and 

RoBERTa models in Esperanto showed the results of the loss calculation 

that were not much different. This showed that the RoBERTa model was 

better to implement an Indonesian question and answer system. 
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1. INTRODUCTION 

The development of a question answer system (QAS) requires the development of an appropriate 

language model. This is necessary because an ideal QAS system must have four supporting processes, which 

include candidate document selection, answer extraction, answer validation, and response generation [1], [2]. 

The problem that arises is which modelling technique is suitable for selecting candidate documents to 

increase question answer (QA) performance [3], [4]. A research conducted by Tan et al. [5] applied the 

bidirectional long-short term memory (Bi-LSTM) model for questions and answers that were connected with 

later pooling to compare similarities. To form a better embedding, a convolutional neural network (CNN) 

layer was added after Bi-LSTM. In addition, to better separate answer candidates based on questions, an 

embedding model was introduced for answers based on the context of the question. Similarly, Akbik et al. [6] 

developed standard Word2vec using a Bi-LSTM layer plus character embedding. Here, character embedding 

was used to handle words that were outside the bag of word.  
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Handling the validation of answers from the QA architecture is an important spotlight to improve 

QAS performance because this architecture can be developed as an improvement from the existing 

architecture [7]. What is different about this QA architecture is that there is an addition to the answer generator. 

After the answer is obtained, the answer will be used as input again in the answer generator [8], [9]. 

This answer generator will rearrange the answers obtained with additional input from the feature extraction 

results from questions using char recurrent neural network (RNN) [10], [11]. 

The two problems above, namely sorting candidate documents and validating answers have been 

handled by several methods such as the application of long-short term memory-recurrent neural network 

(LSTM-RNN) [12], template convolutional recurrent neural network (T-CRNN) [13], CNN-BiLSTM [14], 

dynamic co-attention networks (DCN) [15]. In [12] the training model used seq2seq for embedding with a 

learning rate of 0.001 to avoid the gradient disappearing, and to ensure high answer accuracy. In contrast [13] 

applied the T-CRNN to obtain a right correlation between answers and questions. The model training was 

carried out using a number of features mapped for each layer, namely 100 features with pre-trained word 

embedding using 100 dimensions. While in [14] the system tested the collaborative learning based answer 

selection model (QA-CL) combined with CNN and Bi-LSTM architectures as initial matrix vector 

initialization. This model applied weight removal (WR) for embedding question sentences and generated the 

initial vector matrix, and used principal component analysis (PCA) for feature reduction. It not only applied a 

hybrid model of combining LSTM with CNN, but also applied CNN behind the LSTM layer to study the 

representation of the question answer sentences. In contrast [15] implemented DCN to correct possible errors 

in answers due to local maxima in the QA System. The dataset used in this study was the Stanford question 

answering dataset (SQuAD). Basically, in SQuAD there is an intuitive method that generates an answer 

index range by predicting the start and end of the index range. 

Another way to study the context of a word based on the words around it, not just the words that 

precede or follow it, allows using a language model also known as transformers’ bidirectional encoder 

representation (BERT) [16]. The breakthrough of BERT is its ability to train language models based on the 

whole set of words in a sentence or query (two-way training) rather than the traditional way of training on a 

sequenced word order. Similarly, the research conducted by [17] used a BERT-based fine-tuning approach. 

The purpose of using BERT is to reduce the constraints when pre-training masked language (MLM) models. 

To improve the performance in the process of training the model for longer, with larger batches and more 

data, the variance of BERT emerged such as a robust optimized BERT pretraining approach (RoBERTa) [18] 

and ALBERT [19]. 

RoBERTa [18] is the result of a modified BERT pre-training procedure that improves the final 

project performance. It focuses on large-scale byte and batch increments so that it can be used to train with 

dynamic masking without losing next sentence prediction (NSP). The use of RoBERTa to explore natural 

language generation in question-answering [20], focused more on producing short answers to the given 

questions and did not require any annotated data. The proposed approach showed some very promising 

results for English and French. Whereas in the study [21] the trees induced from RoBERTa outperformed the 

trees provided by the parser. The experimental results showed that the language model implicitly 

incorporated the task-oriented syntactic information. 

A Lite BERT (ALBERT) for self-supervised learning of language representation model [19] has a 

much smaller parameter size compared to the BERT model. ALBERT combines two parameter reduction 

techniques that remove the main bottleneck in scaling the pre-trained model. The method we used in this 

study was to compare ALBERT and RoBERTa. ALBERT simplifies the BERT architecture by utilizing 

parameter-sharing and using the SentencePiece tokenization technique in the pre-training stage. RoBERTa 

made some modifications to the pre-training section of BERT and removed the NSP method in training. 

RoBERTa uses the byte-level byte pair encoding (ByteLevelBPE) tokenization method adapted from 

generative pre-trained transformer-2 (GPT-2). 

Based on the explanations above, there are still several things that must be addressed, including how 

to process long sequential data and collect all information from text in network memory. In this study, 

we proposed RoBERTa − an artificial neural network based on transformers with 6 layers (base model). 

RoBERTa [22], [23] used the WordPiece tokenization technique in the pre-training stage and the training 

method used masked layer modelling (MLM) and NSP to support our QAS system. Our contribution are: 

1) representing the extraction of language models at the character level for answer selection without any 

engineering features and linguistic tools; and 2) applying an efficient self-attention model to generate 

answers according to context by calculating the input and output representations regardless of word order. 

The rest of the paper is organized as: section 2 describes research method. The research method contains 

the stages of work we did in this paper. The result and analysis are shown in section 3, this section describes test 

results of the method we used. Finally, section 4 presents the conclusion of the paper. In this conclusion section it 

is explained that we have solved the problem based on the method we use and testing the data we have. 
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2. RESEARCH METHOD  

The research method in this study can be seen in Figure 1. The approach used for training data used 

ALBERT [19], RoBERTa [18], [21] and efficiently learning an encoder that classifies token replacements 

accurately (ELECTRA) [24], [25]. The goal was to obtain an ideal model to test with our dataset. The 

process of evaluating the performance of the model used two languages, i.e. Indonesian and Esperanto. 

Esperanto was used as a comparison to Indonesian for several reasons, including 1) Esperanto is 

international, which does not belong to a person or a country. In other words, it is neutral; 2) Esperanto’s 

structure and construction are relatively simple compared to other foreign languages; and 3) Esperanto is fair 

and everyone has the equal rights. 
 

 

 
 

Figure 1. Proposed research method 
 

 

Based on the proposed method in Figure 1, the article about coronavirus disease 2019 (COVID’19) 

news (we got it from crawling results on Indonesian Wikipedia, Jakarta News, Okezone, Antara, Kumparan, 

Tribune, and Open Super-large Crawled ALMAnaCH coRpus (OSCAR)) which is the input data for our 

study in preprocessing and converting the format to be used as input data for our study as a knowledge base 

system. Then the training model for initialize the parameters which includes the number of layers, optimizer, 

number of parameters, learning rate, learning rate scheduler, weight_decay, adam_beta1, adam_beta2, 

warmup step ratio, steps and batch size. This initialization is needed to facilitate the process of running the 

model language using BERT which consists of RoBERTa, ALBERT, and ELECTRA. The training model in 

this study using high-performance computing provided by the national research and innovation agency took 

more than 36 hours to train on a single graphics processing unit (GPU) V100. The final result of the running 

model language process is the RoBERTa, ALBERT, and ELECTRA language models which will be used for 

testing documents that are used as answer candidates in the question and answering system that will be built. 

The dataset used was the result of crawling Wikipedia for Indonesian and OSCAR for Esperanto. 

The size of the token dictionary used in the test used approximately 30,000 sub tokens in both the 

SentencePiece and ByteLevelBPE methods. The test was carried out with the learning rates of 1e-5 and 5e-5 

for both languages according to the reference from the BERT paper [17], [22], [26]. 
 

 

3. RESULTS AND ANALYSIS  

3.1.  Long training RoBERTa 

From our previous research experience, RoBERTa showed the better results than ALBERT for 

Indonesian [27], but the training time tended to be long (restricted resources). Thus, we did long training for 

RoBERTa with loss results like the graph in the picture above. The graph showed a “trough” caused by a 

change in the distribution of the corpus. The change in the distribution of the corpus occurred due to the shift 

from the Wikipedia corpus, which is generally standard language to the OSCAR corpus. The OSCAR corpus 

is the result of free web scraping by CommonCrawl, which is further classified by language. The corpus has 

the disadvantage for containing a number of dirty or rude words generally found on gambling websites or 

free forums. 
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Figure 2. Long training RoBERTa: (a) learning rate graph, (b) loss graph, and (c) performance graph 

RoBERTa language model 

 

 

In Figure 2 performance language model, the loss value looks like a drastic drop like the trough 

phenomenon. Figure 2(a) explain learning rate graph is a hyper-parameter that controls how much we are 

adjusting the weights of our network with respect the loss gradient. Figure 2(b) loss graph is function results 

for different models and Figure 2(c) performance graph RoBERTa language model shows that pretraining 

multilingual language models at scale leads to significant. This was because data had the same structure and 

it made it simple for the model to guess. An unstable loss value did not indicate that the neural network 

decreased in capacity. This was because we loaded the corpus data sequentially, not randomly. The reason 

was because of limited resources so that the corpus was not able to be loaded entirely at one time but broken 

down into several parts. 

 

3.2.  Comparison of ELECTRA with RoBERTa 

We are interested in testing the performance of the ELECTRA model as a baseline for the method 

we use because the SQuAD explorer leaderboard in [15] showed the quite good results. ELECTRA uses a 

new pre-training task called substitution token detection that trains a bidirectional model while learning from all 

input positions. ELECTRA trains models to distinguish between “real” and “fake” input data. In ELECTRA, 

the input is not masked, but it is corrupted by the approach of replacing some input tokens with plausible 

alternatives obtained from a small generator network. Figure 3 shows the results of ELECTRA and 

RoBERTa’s learning rate using Malay, which tends to be similar to Indonesian. 

Based on the learning rate in Figure 3, the next test was to conduct QA training using the ELECTRA 

model language of Malaysian language, which tends to be similar to Indonesian. Of 65 Indonesian QA-Pairs 

datasets manually selected and then formatted, so that they became SQuAD version 1.1, 100 epochs of training 

were conducted (see Figure 3(a)). The Malaysian ELECTRA model produced a satisfactory performance with 

an exact match (EM) score of 0.8 and an F1-measure score of 0.84 (see Figure 3(b)). 
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Figure 3. Learning rate RoBERTa vs ELECTRA: (a) RoBERTa with a learning rate of 1e-4 and (b) 

ELECTRA with a learning rate of 1e-4 
 

 

3.3.  Comparison of ALBERT with RoBERTa 

At this stage, the next step was to compare Albert’s performance with RoBERTa’s. The learning 

rate we used applied two intervals, namely 1e-5 and 5e-5 [19], [18]. The experimental results can be seen in 

Figure 4. 
 

 

 
 

Figure 4. Learning rate 5e-5 ALBERT and RoBERTa 
 

 

As seen in Figure 4, the ALBERT and RoBERTa models in Esperanto showed the results of the 

“loss” calculation that were not much different. The RoBERTa model showed a calculation result that tended 

to be better than ALBERT in Indonesian with a significant “loss” calculation result. The use of learning rate 

5e-5 showed the better results than 1e-5. 
 

3.4.  Result and discussion 

The language model training stage is the training stage where the model is trained to understand the 

structure of the language used. The training strategy used is to mask some of the tokens (a common 

percentage or recommended for use is 15% of masked tokens) in the input sentence, and then the model will 

be trained to predict missing words or masked words. The data used at this stage were the unlabelled data. 

The result of this training phase was a basic model that only had language skills. The language skills of the 

next model can be used for knowledge base and retrained (fine-task tuning). 

This training stage can be skipped by using a published pre-trained model so that only fine-task 

tuning was required. When this research was started, no specific model of Indonesian based on transformers 

has, so far, been published in general, so the researcher decided to train the language model independently. 

During this research, several types of models were published by other researchers. This model was then used 

as a comparison against the model that was trained independently in this study. 

The experimental results in Figure 2. Shows the occurrence of a “trough” due to the presence of the 

same structured data so that it was simple for the model to guess. An example of the part of the body that 

caused the trough can be seen in Figure 5. 
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Figure 5. Example of corpus 

 

 

As seen in Figure 5, the language structure and word order were almost the same between each 

document. This appeared in such a large number that it was too simple for the model to guess 15% of the 

masked sentences. There were 22 GB of news data taken from several sources such as the Indonesian 

Wikipedia, Jakarta News, Okezone, Antara, Kumparan, Tribune, and OSCAR. For language model training it 

used the RoBERTa (the comparison of performance model language can see on Table 1). 

 

 

Table 1. Comparison of performance model language  
Model language Exact match (EM) F1 Accuracy 

RoBERTa 84.6% 86.2% 91.7% 

AlBERT 82.3% 84.6% 89.7 

ELECTRA 83.1% 85.4% 87.3 

 

 

After conducting training 30% of the total agreed steps, the model showed a fairly good performance 

where, when using the same dataset from the previous model, there was an increase of about 2% to 4% in the 

exact match (EM) and F1 matrices. As a result, in the 30% trained model, the model produced 84.6% EM and 

86.2% F1 performance. From these results, the model has been able to outperform the ELECTRA model, 

which was trained using the Malaysian language in the previous progress we used as the baseline 

performance. This result could also continue to increase until 100% of the model was trained. 

 

 

4. CONCLUSION  

We evaluated the performance of the ALBERT, RoBERTa, ELECTRA models using Indonesian, 

Malaysian and Esperanto languages. For the best result for building Indonesian QAS, the language model 

used was RoBERTa that produced 84.6 EM and 86.2% F1 performance. This result could also continue to 

increase until 100% of the model was trained. 

In the implementation of real-world cases, the application of RoBERTa alone is still not sufficient to 

get the right answer. This is because RoBERTa is trained to find answers from the appropriate context of the 

questions. Our future work will carry out the search for answers in a context adapted to a very large body of 

knowledge. The search or retrieval method that we use to get the context that matches the question is Okapi 

best matching (BM25) − a ranking system that is used to sort the results of the similarity (similarity) to the 

documents used based on the desired keywords. 
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