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 Edge computing aims to make internet-based services and remote computing 

power close to the user by placing information technology (IT) infrastructure 

at the network edges. This proximity provides data centers with low-latency 

and context-aware services. Edge computing power consumption is mainly 

caused by data centers, network equipment, and user equipment. With edge 

computing (EC), energy management platforms for residential, industrial, and 

commercial sectors are built. Energy efficiency is considered to be one of the 

key aspects of edge power constraints. This paper provides the state of the art 

of power consumption and energy management for edge computing, the 

computation offloading methods, and more important highlights the power 

efficiency of edge computing systems. Furthermore, renewable energy and 

related concepts will also be explored and presented since no human 

participation is required in replacing or recharging batteries when using such 

energy sources. Based on such study, a recommendation is to develop a 

dynamic system for energy management in real-time with the assessment of 

local renewable energy so that the system be reliable with minimum power 

consumption. Also, regarding energy management, we recommend providing 

backup energy sources (or using more than one energy source) or (a hybrid 

technique). 
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1. INTRODUCTION  

Using edge computing (EC) over cloud computing (CC) provides some improvements and extension 

capabilities and also there is ensuring of low latency within the service. The Internet of Things (IoT) uses a 

variety of devices to collect real-time data, exchange information, store data, make computations, and provide 

services. IoT technology is developing rapidly, but on the other hand, it is constrained by its limited power 

sources with the devices of power demanded that must be reduced to ensure sustainable operation. It is good 

to use special technologies such as compressed sensing and transmitting data to provide devices of low-power 

consumption. From an architectural point of view, these devices must be energy efficient and require treatments 

such as energy management with low energy [1]. Energy management can be viewed as a set of techniques for 

controlling or managing multiple power sources to provide efficient power delivery in networked systems and 

to ensure continuous operating conditions in spite of the available limited power sources. Power management 

schemes can be divided into two aspects; energy supplying and energy consuming aspects. Energy supply 

related to the characteristics of the sources required for supplying and transferring checks, e.g., sensor nodes are 

often powered by connected batteries to ensure energy-efficient operation of the network, but these batteries have 

https://creativecommons.org/licenses/by-sa/4.0/
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limited harvesting capacity and sometimes need to be replaced or recharged, so the management is required with 

this situation to provide an alternative option for this power supply [2]. On the other hand, the energy consumption 

should be determined so that a suitable energy management method could be specified. For example, smart 

mobile devices (SMDs) typically have limited capacity processing and fixed battery energy. But there is a lot 

of power consumption needed for tasks computing in the mobile edge computing (MEC) server [3]. For that 

reason, a method like computation offloading is needed to minimize the overall energy consumption. Our 

contributions to this paper are stated as: 

− Studying and highlighting the performance of energy efficiency (EE) in EC and MEC to infer the 

optimization of EC systems. 

− Discuss various energy management mechanisms and make an overall insight classification upon them. 

− Studying and explaining the offloading technique and the main computations of offloading techniques. 

− Introducing the concepts of renewable energy and green energy as energy harvesting (EH) for mobile 

along with challenges like resource allocation for green energy and computation offloading. 

This paper is structured as: in the next section, we discuss the EE and its enhancement methods 

according to different aspect layers involving the discussion of the green energy and renewable energy powered 

MEC System. Section 3 will present the fundamentals of the offloading techniques in detail. Finally, section 5 

concludes and lists some recommendations from the paper. 
 
 

2. ENERGY EFFICIENCY 

In general, EE is defined as the ability of a system to perform a specified task like transferring a bulk 

of data traffic with saving power to meet the quality of services needed for a given service i.e., performing the 

same task to produce the same result but with less energy needed. With the edge computing the total amount 

of data traversing the network is reduced so the energy consumption is decreased which improve EE. An EE 

metric is expressed as [4]: 
 

𝜂 =
𝑜𝑢𝑡𝑝𝑢𝑡 𝑝𝑜𝑤𝑒𝑟

𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 𝑝𝑜𝑤𝑒𝑟 
;  𝑜𝑟 𝜂 =

𝑝𝑜𝑤𝑒𝑟

𝑡𝑟𝑎𝑓𝑓𝑖𝑐
;  𝑜𝑟 𝐸𝐸𝑈𝐸 =

𝑃𝑈𝐸

𝑇𝑈𝐸
 [𝑊/𝑏𝑝𝑠]𝑜𝑟[𝐽/𝑏𝑖𝑡] (1) 

 

The meaning of EE depends on the way of considering of the power of each part. For example, 𝑃𝑈𝐸  

is the power of the mobile terminal(s) and 𝑇𝑈𝐸  is the power of traffic (at the user level). With the increasing 

services required at the edge network of EC infrastructure, this will lead to the growth of energy demand. 

For this reason, EE is one of the most important things in the designing of the EC system [5]. It can be seen 

that the EE of a data center in the cloud is greater than that with the edge data centers (DCs). Also, in IoT 

applications, sending computational tasks to the edge of the server have EE better than in the cloud. But on the 

other side, the network latency of the cloud system is greater with any workloads assigned (far users from 

DCs). These facts were investigated in [6] by introducing a way of edge/cloud energy management for wide 

area network (WAN) using a network algorithm based on a software-defined network (SDN) with studying the 

interchange of energy and the challenge for both types (edge/cloud). It has been shown that edge traffic can 

handle the latency problem considering the short paths of the infrastructure of the edge network dependent.  
 

2.1.  Energy efficiency enhancement on EC 

Much research is done to solve the difficulties associated with the limited battery capacity and enhance 

the EE on EC. A survey in [1] presented a way of multiple batteries source-driven schemes of energy consumption 

are used to ensure more EE network operation and get continuous energy preservation. EH can be used as a 

conservation power source with battery supplying. From that sturdy, the wireless sensor network (WSN) is 

classified to be a high level of energy management, and a wireless transferring energy is introduced as another 

feeding to ordinary batteries [1]. EC can be studied as three-layers as shown in Figure 1 [2]. The figure illustrates 

the layout of the process of EE enhancement on EC.  
 

 

 
 

Figure 1. Energy efficiency enhancement layout 
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2.1.1. Enhancing at the top cloud layer 

The remote computation capacity at the edge of MEC networks is very close to the SMDs work nature 

of bounded capacity processing and limited battery power. Many computations and jobs consume a lot of energy 

so the solution is to offload these jobs to the MEC server especially when the battery is run out. The following 

issues should be taken into account when the offloading is chosen [2]: wireless network state, the number of 

SMDs, radio resources accessibility, and local battery power availability. A multi-user MEC system is 

proposed in [3] where an increasing demand for computation offloading by multiple SMDs was well-noted. 

The authors studied the overall energy consumption reduction by introducing an optimization criterion, taking 

into account the battery’s lifetime. The optimization decision depends on some parameters such as offloading, 

radio, and local resource computational allocation. Resource partitioning and a heuristic approach are 

suggested to minimize the overall energy. In [7], it has been shown that the distribution of tasks and IoT devices 

over multi-computation elements need more energy consumption compared with the centralized scheme. 

A scheme which was proposed by Jalali et al. [8] studied the nano data centers (nDCs) models (or peer to peer 

P2P scheme) energy consumption by dividing the network energy consumption according to the flow and time 

of shared and unshared equipment usage. Energy analyzing has been done for applications that running over 

DC either under cloud centralized DC or fog mode decentralized nano DCs. The results demonstrate that a 

higher EE may be in the Fog mode. In addition, the applications which generate and distribute huge data near 

users (i.e., edge networks) can facilitate the way for saving energy. Moreover, the number of hobs from the user 

to the DC servers has less affecting on the whole energy demand. It has been shown that using nano servers can 

give the best energy saving with the applications like video surveillance. For this case, it is preferred to allocate 

data near the requested user because it needs a low rate of access data. So, in cloud applications, the centralized 

DCs and nano servers together can give the best EE for content storage and distribution [8]. For the energy 

consumed by equipment versus accessing data according to different locations, it is shown that the lower power 

of (core/edge) will be for core-local DC than that of other types due to less distance from the user. Also, for the 

energy consumption of IoT applications running from the cloud /fog with various computations, the IoT needs 

more energy (transmission and device) where it will be lower for fog and edge of decentralized type. This 

happened due to the centralized data center with the cloud system [9]. 

 

2.1.2. Enhancement at the edge server layer 

Energy is considered to be an essential factor in this middle layer of the EC approach, servers might 

be located in a private room or run on battery packs. Consequently, several power management systems have 

been suggested to reduce the energy consumption of edge servers while still assuring their performance in 

order to give a greater level of availability. We provide an overview of the following key tactics employed 

recently in EC systems’ edge server layer.  

a) The low-power management system strategies 

The low-power management system strategies are mainly used at the edge servers in EC recently [2]. 

Such a system type is called cloudlets which are a small data center deployed usually away from mobile devices 

at one wireless hop. For instance, small clouds at the edge called tactical cloudlet are proposed in [10] where 

the energy consumption is analyzed via a virtual machine (VM) approach. Then it was appreciated the 

provision of some cloudlet mechanisms. The maximum rate of energy depends on (VM compounding and the 

provision of the on-demand VM). It was shown from the results that high EE can be found. Due to the 

combination of a cloudlet pushed with a cached VM in a cloudlet environment, suitable resources can be 

provided of offload computing tasks for multiple users [10]. Any IoT devices produce information that will be 

processed in the extreme device, so the centralized servers will be released from the computational load, this 

leads to decreasing overloading in the network traffic, and also minimizing the applications response time of 

IoT devices. For wireless communication (which uses rechargeable sensor networks) there is a problem of high 

energy consumption with these networks. Network utility maximization is another problem associated with the 

dynamic-routing, so combined optimization is necessary to be done for routing and rate control with energy 

management [11]. In a service-related to fog/edge architecture computing, enormous energy is saved by 

performing data mining with an embedded system. Criteria of raw-data set orders so that the transmission data 

will be reduced and eventually reduce the energy required [1].  

b) Power management techniques with sustainable green energy power system  

With the embedding of IoT technology, green energy management is developed with widespread 

monitoring and reasonable communications in smart cities and sustainable energy. In [9] energy management 

model based on IoT is implemented using deep reinforcement learning with EC. This model can improve the 

performance of energy management and also decrease the execution time. The architecture includes mainly 

three components: energy devices, energy edge servers, and energy cloud servers. The proposed model 

supported with software contains four layers: sensing layer, network layer, cognition layer, and application 

layer. Fog computing dual power sources are utilized in [12] to supply the system where the primary power 
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source is solar energy to supply the fog nodes; the secondary power source is the backup battery. In that work, 

a framework, which is involved with the overall analytical aspect, is proposed to get minimum energy 

consumption of long-term cost. The framework can provide a high-quality service by using offloading data 

with an energy-efficient mechanism for fog/cloud nodes. Also, in [13], a powered edge infrastructure is used 

with a green energy of the rack-range type which is implemented with the help of “in-situ server systems using 

renewable energy” InSURE system to pre-process data at the edge. InSURE source power is supplied by (solar 

or wind) standalone power supply supported by a backup source like batteries. For this reason, efficient energy 

flow control could be insured with the power supply of the edge server that is due to the buffering scheme of 

energy, and a joint spatial-temporal power management mechanism is applied.  

Green energy scheduling and other aspects such as task allocation, and VM migration joint are used in [14] 

in minimizing the energy cost. To handle the complexity of the computation (with and transmission data) and 

get the optimal solution, a heuristic algorithm approximating is proposed and attains a much more suitable 

optimal solution and shows actively more reduction in energy consumption. In that algorithm, the energy 

consumption might also be affected by the location of the VM by considering the location-related attenuation 

ratio during transmission [14]. The distribution of the resources and devices (e.g., base stations (BS)) will be 

managed at a network edge. In this pattern, the applications that need low latency can be implemented at the 

network edge. Devices topology will make EC an ideal EE platform, so it has an impact on the green energy 

distribution of EE computing. It is necessary to increase the available green energy so that to get minimum 

brown energy consumption. This will need concentration job allocation and careful energy scheduling to 

combine the energy provision with the required demand.  

As we know, MEC servers have data centers that are small-scale compared with the data centers in 

the cloud. So that, each server consumes less energy. Computation workload patterns may have a problem with 

resource management and it needs some optimization and assessment approaches. So, to achieve green MEC, 

different approaches are developed [15]. For example, dynamic right sizing, geographical load balancing, and 

designing MEC use renewable energy.  

c) Dynamic right-sizing 

The energy consumption at MEC servers can be computed as [15]: 

 

𝐸𝑠 = 𝛼. 𝐸𝑚𝑎𝑥 + (1 − 𝛼)𝑢 (2) 

 

Where, 𝐸𝑚𝑎𝑥  is the peak demand server energy; 𝛼: the percentage of the inactive system energy; 𝑢: central 

processing unit (CPU) utilization. It can be shown from the above equation when there is a light load; the servers 

are worked in an inactive mode for EE in MEC. The computation loads are consolidated into a few numbers in 

active servers. The design was forwarded to energy-proportional servers [16]. Thus, the energy consumption 

would be proportional to the computation load. The dynamic right-sizing process is one of the methods that are 

used to realize energy proportional servers by switching the speed of the servers at the edge and the computation 

loads. The alternating server modes between the active and sleep could cause prejudice as long as potential energy 

savings. It could tolerate the turning energy cost and application data transmission latency [15].  

d) Geographical load balancing for MEC 

Here, the idea of balance is coordinating MEC servers with user requisitions. Thus, the processes are 

managed by the edge server with a high dataflow location to a nearby edge server with a low dataflow location. 

Hence; the EE of the edge servers will be improved. In addition, the battery life of mobile devices will be 

extended. For instance, the tasks can be offloaded to a closed server and the energy that is transferred could be 

saved in this case. Generally, at edge servers, applications like VM management and dynamic right-sizing 

require effective techniques for resource management [15]. 

e) Renewable energy-powered MEC systems 

Renewable energy is an affirmative feature that can be beneficial for MEC. Mobile devices can use 

renewable energy as EH can protract their battery life [15]. The use of renewable energy sources makes human 

participation not required in replacing or recharging batteries. Some challenges are introduced like resource 

allocation for green energy and computation offloading. One of the limitations in designing renewable 

energy-powered MEC systems is the fulfilling performance, as renewable energy is mostly coming free. Also, 

renewable energy has a randomness feature that may affect the offloading reliability and risks of failure. 

The following possible solutions to handle the indicated issues can be considered [15]: 

− Deploying the renewable energy-powered edge servers densely (more offloading will be available). 

− It is conceivable to reduce the chance of energy shortage by choosing renewable energy sources. 

− Hybrid energy sources are used to power MEC servers so reliability is improved. Harvested energy, 

electric power and uninterrupted power are equipped to supply units at the edge servers [10]. 

− A technique of wireless power transfer (WPT) also is adopted, so the battery life will be longer the energy 

harvested by each user 𝐸𝑢𝑖 in the download (DL) [17]. 
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𝐸𝑢𝑖 = 
𝑖
𝑃𝐴ℎ𝑖𝜏𝑜 (3) 

 

Where, 
𝑖
 = energy harvesting efficiency at each receiver; 𝑃𝐴 = transmit power at the hybrid access point 

(H-AP); ℎ𝑖 = DL channel power gains; 𝜏𝑜 = time portions in each block allocated to the H-AP. The microgrid is 

used to provide the renewable energy sources and supplying green energy to the edge computing. To achieve the 

sustainable conditions operation the edge computing energy usage as well as the power supply of the system 

should be minimized. So with suitable energy management [18] the power demand can be satisfied according 

to the power supply from local or external energy sources through direct or indirect load control strategy as 

shown in Figure 2, where four energy sources are provided i.e., renewable energy generation profile(s), storage 

profiles (battery), available nearby renewable energy, and grid energy. To maximize the renewable energy 

utilization with the edge computing side the scheduling techniques (time-sensitive decision) and application 

programs (energy efficiency and IoT controlling) are used. Accordingly, the required renewable energy of 

microgrid is provided according the load profiles demand from the edge computing. The red energy is supplied 

from the traditional electricity supply network. 
 

 

 
 

Figure 2. A renewable-energy-driven edge computing system 
 

 

2.1.3. Enhancement at the device layer (end or bottom layer) 

The energy-saving system is to be adopted at this end layer (edge device layer) of the EC diagram. 

But the short life of the battery needed by IoT used with EC systems constitutes one of the constrained solutions 

of power consumption, especially for a big operation scale. Cuervo et al. [19] propose an architecture named 

mobile assistance using infrastructure (MAUI), to solve the battery life challenges using mobile code 

offloading and remote execution. They proved that the energy consumption could be decreased when adopting 

the MAUI program partitioning mechanism and minimizes. It should be necessary to remember that sometimes 

power can be consumed by data transmission of user equipment (UE) which will be added to power server 

consumption where it is shown that the power consumption is conversely proportional (trade-off) with 

changing of average response time. Meanwhile, with all MECs, the processing times for the offloaded tasks 

are reduced. The only way to increase the speed of the UE with a little decrease in the average response time 

is by making a decrement in the energy consumption of data transferring [20]. The average power consumption 

for computation (UE -server power 𝑃𝑆, switching dynamic power consumption 𝑃𝑑, an activity factor , loading 

capacitance 𝐶, the supply voltage 𝑉, and the clock frequency 𝑓):  
 

𝑃 = 𝑃𝑑 + 𝑃𝑆 =  𝐶 𝑉2𝑓 + 𝑃𝑆 (4) 
 

A new type of communication network had been described in [21] called data and energy integrated 

communication networks (DEINs) which provide compromises wireless information transfer with wireless 

energy transfer, to achieve the co-transmission of data and energy, especially for EH the energy transmission 

using radio frequency instead of information decoding. The force side of the advent of DEINs is the big data, 

which comes from sensors that produce a large number of small pieces of data. EH has arisen as a technology 

for charging batteries in wireless communication. Huq et al. [22] develop a wireless system that treats the 

energy efficient in an orthogonal frequency division multiple access. It has been performed to make 

transmissions by coordinated multi-point between the small cell base stations (BSs) in a heterogeneous network 

with a technique of 3rd generation partnership project-long term evolution advanced to meet international 

mobile telecommunications (IMT)-advanced targets. The power consumption in the network is confined to the 

sum of all BS’s power consumption. The power consumption in mobile networks is usually causing overlooked 

in comparison to radio network BSs [22]. Another model was proposed in [23] to improve EE in mobile 

computing. In that model, a three-node MEC system is considered: a user node, a helper node, and an access 

point node in contact with a MEC server. The optimization is made between the following aspects subject to 

constraints related to the user’s computation latency (task partition to overcome most difficulties. Time 

allocation that makes control for resource allocation, transmit power for the offloading system and CPU 

frequencies of local processing or (local computing element) in the network at the user) [23]. 
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3. OFFLOADING MANAGER 

Generally, implementing applications that require intensive calculation in terms of UE is restricted by 

a battery capacity and energy-consuming of that equipment. Hence, making the battery life longer is demanded 

to offload such applications to a common central cloud. However, the process of delivering and back causes a 

considerable execution delay in addition to calculated time in the cloud. Such a delay is undesirable, especially 

for real-time applications [24]. Offloading is the way of moving a resource-heavy task from the mobile devices 

to a nearby device or network or any controller to complete this task and then retrieving the resulting task to 

the mobile devices so that the energy consumption minimization, quality of service (QoS) guarantee, and 

quality experiences enhancement [25].  
 

3.1.  Computation offloading division  

The offloading decision relies on the application model to decide whether it is offloaded or not, 

whether full or partial offload will be used, and what and how the calculation could be offloaded. Briefly, UE 

needs to be collected from all aspects (i.e., network and management controller) to manage the offloading 

process [26]. A computation offloading could be included in the four areas [27]. 

− The UE computation offloading determination is related to energy-consuming and running delay. 

− Determining the computing resources allocation within MEC in terms of efficiency. 

− Reducing the computation delay and managing the load distributed around resources and network nodes.  

− The management of tasks offloaded should ensure the availability of supplemented service with all users. 

A ternary decision maker (TDM) offloading framework was presented to reduce the response time 

and energy consumption as well. The required execution task can be treated with local processors and the cloud 

which are combined to provide multiple ways of application execution for mobile. A sophisticated decision 

model was developed in [28]. Depending on the hierarchical structure and the elementary decision model which 

face the offloading challenges in edge computing by using online scheduling to deal with the requests. 

To reduce mobile energy consumption the offloading ratio joint optimization and the power transmission 

should be reduced. A queening theory in [29] is utilized in MEC systems to investigate the energy consumption, 

delay in execution, and payment cost of the offloading tasks. In [30], conduct an in-depth study of the power 

consumption, execution latency, and payment cost of offloading processes in fog computing systems using 

three queuing models to the MD, fog, and cloud centers, respectively, and explicitly consider the data rate and 

power consumption of the wireless link. A multi-objective optimization problem is formulated with the 

common goal of minimizing energy consumption, execution delay and payment cost by finding and delivering 

optimal offloading probabilities vitality. The energy consumption to offload a task 𝑡𝑖 is [3]: 
 

𝐸𝑖
𝑜 = 𝐸𝑖

𝑇 + 𝐸𝑖
𝑠 =

𝑝𝑖𝑑𝑖

𝑅𝑖
+ 𝑘𝑖𝑓𝑖

2𝑙𝑖 (5) 

 

Where, 𝐸𝑖
𝑇 = the energy consumption of the communication process; 𝐸𝑖

𝑠 = the energy consumption at the MEC 

server to execute task 𝑡𝑖  ; 𝑝𝑖  = the transmission undertaken power; 𝑑𝑖 = the amount of transfer bits (data + codes) 

between the user’s device and the MEC server; 𝑅𝑖 = achievable uplink rate for SMDi; 𝑘𝑖 = the energy coefficient 

depending on the chip architecture of 𝑆𝑀𝐷𝑖; 𝑓𝑖
2 = CPU frequency of 𝑆𝑀𝐷𝑖; 𝑙𝑖 = computation amount (cycles) 

needed to execute the task. The computation offloading in edge computing faces many challenges: application 

partitioning, task allocation, and task execution Figure 3 presents a summary of these challenges [30]. 
 

3.2.  Offloading server strategy  

The computation offloading can be classified into four categories [31]: 

− Server-to-cloud server offloading: e.g., EC server offloads deliver computation tasks to a cloud server. 

− Server-to-another EC server offloading: the process is similar for both CC and EC. It is more challenging 

in EC due to the different features of EC, EH energy harvest, and EC server’s wireless link. 

− From end device to EC server: (similar to cloud computing offloading), the computation tasks are 

offloaded from end devices to cloud server, but offloading from end devices to the EC servers should 

consider new factors, e.g., energy harvesting and mobility. 

− End host-to-server1 offloading (3-tier): the end host decides the process whether it is locally using an EC 

server or remotely using the cloud server. 

The possible solution to the energy challenge is by enabling cooperation between the adjacent mobile 

(or any controller) and offloading the higher energy-consuming tasks. Besides, it is conceivable to model the 

offloading problem by investigating the management of energy-efficient resource consumption (e.g., multiuser 

mobile edge computation offloading models). The study has made with data partition (scheduling) and time division 

of communication then an optimal resource management is made. It has been found that optimal time-sharing 

strategies tend to balance the effective computing power of multiple offloading devices by helping time-sharing 

handsets [32]. 
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Multiple-input multiple-output (MIMO) multi-cell system was considered in [33] where multi-mobile 

users make a query to offload the computation to a cloud server. Hence, the offloaded problem formed as the 

linked optimization of the wireless resources assigned to each mobile user by the cloud to overcome consuming 

energy. Meanwhile, the meeting latency is a constraint. So, the problem was modeled as non-convex in the 

objective function and constraints. In [34], an algorithm has been performed for the offloading process 

dynamically using the Lyapunov optimization. Thus, the offloaded parts of running the active program are 

determined with changing rates along 3G network locations. The optimization is made for the offloading 

assigning the related task, and the running time with the resource hardware needed. A heuristic broach was 

applied in [35] using two stages. The first stage uses semi-definite relaxation and randomization techniques to 

specify the offloading parts between users. The second stages optimize and manage the resource demands of 

users. Meanwhile, a scenario of optimizing is offloaded from a single mobile device to multiple edge devices. 

Thus, the total tasks’ running latency and the mobile device’s energy consumption were minimized by jointly 

optimizing the task allocation decision and CPU frequency (network speed scaling) of the mobile device. 

As a result, the improvement in performance is achieved.  
 

3.2.1. Offloading device-to-device  

Device-to-device (D2D) communication is proposed in [36], [37] links in MEC and corporate 

computing sharing between multi-users so the mobility problems will be overcome. Also, the computation 

offload is enabled for users to surrounding users exploiting powerful computation abilities. Due to the short 

distance between the two devices, the transmission energy consumption of data will be minimized, but there 

are new challenges are arising. These are [36]: 

− Utilization way of D2D and cellular communications. 

− The desertion of choosing surrounded users to ensure optimum offloading taking into account (users’ 

device information, dynamic links and computing power of heterogeneous users).  

− Suffering from numerous D2D channels in terms of interference for a reliable link. 
 

3.2.2. Device-to-MEC 

The energy consumption and running time can be decreased by offloading computation from a UE to 

a MEC server [38], the burden of the computation of mobile devices is lessened, the performance of 

applications is increased, the energy consumption is minimized, and the lifetime of the battery of mobile UEs 

is also increased. The power and time allocations were optimized in [18] to minimize offload power 

consumption in non-orthogonal multiple access (NOMA) multi-user MEC networks. NOMA is applied to 

multi-user MEC networks, where multiple users can simultaneously offload their tasks to the MEC server on 

the same frequency band. Any user can split computing tasks into offload computing and local computing parts 

by applying partial offloading. Thus, the energy consumption, offloading power, and task completion time 

limitations were considered as non-convex problems. There is a method [26] in which the task type is 

determined and then making partial offloading by dividing the program into local (mobile) and remote 

execution (cloud), to overcome the resource needed and make energy serving, the task-input data is randomly 

partitioned. Meanwhile, a system in [39] has been designed so that a server at the MEC and several applications 

runs by a mobile device with considering three processes: computation offloading, task scheduling, and energy 

consumption. Another offloading decision strategy was proposed in [40] for the multi-UE case. The strategy 

reduces the energy consumption at the UE while allowing the maximum execution delay. In each time slot, 

a decision on the computation offloading was often taken for the period where the most UE were divided into 

two groups: in the first group, the computation is offloaded to the MEC while in the second group the 

computation is locally achieved since the computation resources are inaccessible at the MEC. A systematic 

optimization procedure was proposed in [41] using a mobile edge environment. Partition can be made with 

running tasks and then, swapped out is processed (offloading) in parallel for distributing edge nodes. Therefore, 

by simultaneously optimizing edge node selection, quality of results (QoR) level, and task assignment to all 

edges, response time and power consumption can be reduced. Mainly there are two energy consumption types 

for the computation offloading of mobile devices: task offloading and downloading computational energy 

consumption. Sheng et al. [42] have considered the optimization of computation offloading strategy using 

different servers in MEC. For UE, they use a queuing model and multiple servers. The average response time 

(of offloaded and non-offloaded tasks for UE) and rate value of power consumption with the cost-performance 

ratio were minimized. Furthermore, an efficient numerical method was developed using a variety of efficient 

numerical algorithms [42]. The energy consumption by the mobile device (only that needed when the task is 

uploaded) or (task is offloaded) [42] is: 
 

𝐸𝑈𝑃 = 𝑇𝑢𝑝 × 𝑃𝑢𝑝 =
𝐷𝑛

𝑊 log2(1+
𝑃𝑢𝑝×𝐺𝑜𝑠

𝑁
)

× 𝑃𝑢𝑝 (6) 
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Where 𝑇𝑢𝑝 = the transmission time required to upload a task; 𝑃𝑢𝑝 = upload power; 𝐷𝑛 = the amount 

of data needed to upload tasks; 𝑁 = the Gauss noise power in the channel; 𝑊 = the channel bandwidth, and 

𝐺𝑜𝑠 is the channel gain. The computations that are used in cloudlets with this approach can decrease the 

overload of wearable devices by about 30% of energy [42]. The closer device will be the more tasks it can be 

offloading (due to the lesser bandwidth loss of wireless transmissions). This also shows that EC is more suitable 

for computation offloading than centralized cloud computing. The performing offloading computations show 

that the offloading computation can save at least 50% of the power for mobile devices, which means that mobile 

devices have longer endurance [42]. 
 
 

 
 

Figure 3. Challenges for computation offloading due to edge computing 
 

 

3.3.  Computation offloading of MEC 

Different approaches were developed in relation to the efficient computation offloading mechanism of 

MEC. For example, in MEC, a framework was introduced in [43] where the Markov decision is used based on a 

sequential offloading decision to address the problem of dynamic service migration. Also, Zhang et al. [44], have 

tried to trade-off between the tasks offloading computation of the cloud and keeping hold of them in the mobile 

edge cloud. In [45] a small cell cluster formation and a scheme was used for load balancing on the edge of the 

clouds in a 5G network where dense deployments were implemented. Regarding the feature of the MEC that 

concerns the uniqueness of the wireless task offloading, network virtualization in the context of MEC networks 

was presented in [46]. Two privacy issues are proposed named location privacy and usage pattern privacy. 

There is a challenge to tackle the proposed privacy issues and at the same time preserve the best performance 

of the delay and energy consumption. In [47], this challenge is handled by suggesting a scheme for the MEC 

system to minimize the delay and the cost of energy consumption and even maintain the privacy of the user 

above a specific level. The problem is considered a Markov decision process and an offloading scheme based 

on privacy-aware tasks. 
 

 

4. CONCLUSION 

In this paper, different EE mechanisms in EC for MEC with their enhancement strategies for 

performance consideration and technologies are studied and highlighted. It also discusses different energy 

management techniques with their classification of each type. Moreover, some offloading approaches 

according to different categories are explained and studied in detail. As mentioned earlier the EE of a data 

center in the cloud is greater than that with the edge DCs. Also, in IoT applications, sending computational 

tasks to the edge of the server have EE better than in the cloud. It can be concluded that, in EC systems, 

to achieve minimum power consumption, some approaches cannot be simply applied because of the variability 

and intermittency of renewable energy which adds other challenges to energy management. Also, as explained 

earlier renewable energy is an affirmative feature that can be useful for MEC. It can be used by mobile devices 

since EH can prolong their battery life.  

It is recommended that designing a dynamic system for energy management in real-time is important 

so as to respond to the availability of local renewable energy, and to the kind of IoT application. For edge 

devices, it is recommended to use alternative ways for supply and not only depend on the single source but 

also enabling using more than one energy source or a hybrid method to provide new energy sources. It is also 

recommended to use an approach based on privacy-aware tasks for computation offloading tasks to minimize 

the delay and the cost of energy consumption and even maintain the privacy of the user above a specific level 

for the MEC system. Furthermore, we advocate making evaluations on the proposed management modeling to 

be reliable for more than one system type with minimum power consumption. 
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