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 A distributed denial of service (DDoS) attack is where one or more computers 

attack or target a server computer, by flooding internet traffic to the server. 

As a result, the server cannot be accessed by legitimate users. A result of this 

attack causes enormous losses for a company because it can reduce the level 

of user trust, and reduce the company’s reputation to lose customers due to 

downtime. One of the services at the application layer that can be accessed by 

users is a web-based lightweight directory access protocol (LDAP) service 

that can provide safe and easy services to access directory applications. 

We used a deep learning approach to detect DDoS attacks on the CICDDoS 

2019 dataset on a complex computer network at the application layer to get 

fast and accurate results for dealing with unbalanced data. Based on the results 

obtained, it is observed that DDoS attack detection using a deep learning 

approach on imbalanced data performs better when implemented using 

synthetic minority oversampling technique (SMOTE) method for binary 

classes. On the other hand, the proposed deep learning approach performs 

better for detecting DDoS attacks in multiclass when implemented using the 

adaptive synthetic (ADASYN) method. 
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1. INTRODUCTION 

More than 20% of denial-of-service attacks involve a form that utilizes a large number of devices to 

overload and disrupt a targeted system or network occurs in enterprises worldwide, according to a report 

published by Kaspersky in 2020 [1], the number of such attacks tripled in the second quarter of 2020 compared 

to the same quarter in 2019. A distributed denial of service (DDoS) attack is an attack that involves multiple 

computers that attack one main computer by flooding the internet network traffic so that legitimate users cannot 

access the main computer because the computer crashes. DDoS attacks are divided into two types of categories: 

attacks that occur at the network/transport layer by opening half connections on transmission control protocol 

(TCP), user datagram protocol (UDP), internet control message protocol (ICMP), and domain name system 

(DNS) and sending large packets or flooding the internet network traffic, and attacks that occur at the 

application layer only doing very little bandwidth requests, and tends to have a hidden nature. Recently, a new 

class of DDoS attacks that are referred to as application layer attacks has begun to increase in popularity. This 

attack exploits vulnerabilities and vulnerabilities in protocols operating at the application layer [2]. These 

https://creativecommons.org/licenses/by-sa/4.0/
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attacks will consume resources by overloading application servers, their purpose of the attack is more specific 

such as attacks on lightweight directory access protocol (LDAP), hypertext transfer protocol (HTTP), and DNS 

applications, by interfering with legitimate user services [3]. As a result, traditional defense systems are unable 

to cope with DDoS attacks at the application layer that use asymmetric computing between clients and servers, 

due to requests from protocols and computer network traffic. Attacks that flood network traffic fall into two 

categories, reflection/amplification-based attacks using DNS queries with fake source IPs by triggering heavy 

internet traffic resulting in server system crashes. Serengan which is HTTP-based or application-based can be 

divided into four types; request flooding attacks refer to a cyber attack technique in which a large number of 

requests are sent to a server or application, consuming its resources and causing it to malfunction or crash on 

network traffic [3].  

In this study, researchers used one type of DDoS attack, namely LDAP. LDAP attack This refers to a 

DDoS attack related to the exploitation of the LDAP protocol. The attackers flood susceptible LDAP servers 

with a massive volume of LDAP requests pretending to be real LDAP clients using fake internet protocol (IP) 

addresses. The LDAP server becomes too busy to make a response for the attacker and becomes unable to 

respond to the actual LDAP client. 

In various problem domains such as genetic engineering [4], [5], text mining [5], [6], picture 

recognition [7], financial fraud [8], web mining to text categorization [9], and imbalanced data classification 

has been advocated by researchers [10]. Today, the performance of machine learning (ML), particularly deep 

learning (DL), can evaluate large amounts of data [11], [12] to differentiate benign from malicious DDoS/DoS 

assaults rapidly, precisely, and reliably. DL, which is comprised of multiple DNN designs such as recurrent 

neural network (RNN), convolutional neural network (CNN), and long short-term memory (LSTM) network, 

offers numerous benefits for classification and prediction issues over standard ML models [8]. RNN employing 

LSTM units partially resolves the missing gradient problem [13] since LSTM units permit gradients to flow 

unaffected. However, LSTM networks may still encounter the issue of gradients exploding. This LSTM was 

created and utilized by several researchers.  

In this research, a deep learning model is suggested to resolve data imbalances for identifying and 

forecasting DDoS/DoS assaults. Using synthetic minority oversampling technique (SMOTE) and adaptive 

synthetic (ADASYN) approaches, our primary contribution to this research is a novel method for identifying 

DDoS assaults using imbalanced datasets. In addition, this article provides the most recent assessment of 

multiclass and binary classes in the DL model for detecting DDoS assaults at the application layer of the new 

framework utilizing public datasets. 
 

 

2. LITERATURE REVIEW 

2.1.  DDoS 

Based on reflection distributed a type of cyber attack that disrupts normal network traffic a technique 

that allows attacks to be carried out while concealing the IP address of the computer that is attacking by making 

use of another machine that is legal. This allows the IP address of the computer that is attacking to remain 

confidential. Because of this, the IP address of the machine that is responsible for carrying out the assault might 

stay hidden. The data packet’s transfer to the reflector server will make use of the source IP address that the 

attacker has previously provided for use in that transmission. When they initiate their assaults, attackers aim 

for application layer protocols like TCP and UDP, or a mix of the two at the very least, if not both. Some 

examples of attacks that fall within the TCP category [14] are those that make use of Microsoft SQL (MSSQL) 

hand files and simple service discovery protocol (SSDP) hand files.  

Attacks such as CharGen, network time protocol (NTP), and trivial file transfer protocol (TFTP) are 

all examples of those that utilize UDP. It is possible to carry out some attacks, such as those utilizing DNS, 

LDAP, network basic input output system (NetBIOS), and simple network management protocol (SNMP), 

using either TCP or UDP to connect with the target to carry out the attack. These assaults are not dependent on 

or coordinated with one another in any way. The second variant of DDoS attack is known as an exploit-based 

DDoS attack, and it is an attack that still manages to hide the IP address of the attacker by making use of a real 

computer that belongs to a third party. This attack is commonly referred to as a DDoS attack that is based on 

exploiting a vulnerability in a system.  
 

2.2.  Classification 

Binary classification is labeling the output into two groups on a dataset. In the case of our dataset with 

unbalanced data, our binary classification must have the ability to determine whether the labeling is in the form 

of an attack or not. Therefore, we group the labeling into two categories: normal and attack [15]. Multiclass 

classification results in three or more classes in a dataset. Multiclass is caused by data imbalance problems and 

has several classes. 
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2.3.  ADASYN 

The over-sampling approach known as sampling ADASYN [16] is a method for achieving a balanced 

distribution of classes by the random replication of examples in minority classes [17]. Because it replicates the 

original occurrence in its entirety, over-sampling raises the risk of overfitting. In essence, can adaptively create 

minority data samples by the data distribution. When there is there has been a rise in the production of synthetic 

data that pertains to the underrepresented group, it becomes more difficult to research. Although this strategy 

is unable to eliminate the learning bias caused by an unequal distribution of data, it can adaptively change the 

limits of judgment in place more emphasis on samples that are more challenging to investigate. 

− Step 1: determine the number, and 𝐺 of the samples for synthesis as [17]. 
 

𝐺 = (𝑛𝑏 − 𝑛𝑠)𝛽, (1) 
 

Which is obtained from the difference between the majority sample, 𝑛𝑏 and the minority sample, 𝑛𝑠 where  
𝛽 ∈ (0, 1). 
− Step 2: for the current sample, 𝑖, the proportion, 𝑟𝑖 , of the current majority class sample, 𝑘𝑖, from the 

current (number of) neighbors, 𝐾𝑖, is written as.  
 

𝑟𝑖 =  𝑘𝑖/𝐾𝑖 (2) 
 

− Step 3: hence, the number of specimens, 𝑔 to be synthesized is computed as: 
 

 𝑔 = 𝐺𝑟𝑖  (3) 
 

And the synthesized new sample is expressed as: 
 

𝑍𝑖  =  𝑋𝑖  +  𝑋𝑍𝑖
− 𝑋𝑖𝜆 (4) 

 

Where 𝑋𝑖  and 𝑋𝑍𝑖
 represent the instantaneous minority sample and the random sample respectively with 

𝑋𝑖 , 𝜆 ∈ (0, 1) [13]. 
 

2.4.  SMOTE 

An approach known as the SMOTE involves the insertion of a minority class to generate an additional 

minority sample for achieving class balance [18] by undersampling the majority class. This method creates a 

new minority sample to balance the dataset. To do this, it forms a new instance of the minority class by 

combining neighboring instances. This ensures that the dataset is balanced without being overfit. The SMOTE 

procedure is detailed in Algorithm 1, which may be found below. The number of minority class samples (𝑇), 

the oversampling rate (𝑁%), and the number of nearest neighbours arethe three factors that determine how 

many synthetic samples (𝑆) will be generated for the minority classes (𝑘).  

When 𝑁 is less than 100%, randomization of the samples from the minority classes occurs. Only for 

the minority classes do we compute the k-nearest neighbor distances. This is a function of 𝑁, the current sample 

size from the minority class 𝐼 the integral multiples of 100 that are present in 𝑁(𝑗), and an array of random 

integers (𝑛𝑛 array). 𝑍 is an array of the original samples that came from the minority class, 𝑟 is the number of 

synthetic samples that were created, and 𝑉 is an array of the synthetic samples [18]. Synthetic minority 

over-sampling approach is the most effective oversampling technique due to its wide handling and practice, 

including applications in gender analysis, bioengineering [19], medical examination [20], and fraud 

identification. And we believe that the use of The investigation of distributed SMOTE is a current and lively 

research field [21]. 
 

 

3. METHOD 

3.1.  Dataset 

The Canadian Institute for Cybersecurity is the origin of the dataset that will be utilized in the 

CICDDoS 2019 competition [22]. The dataset includes both fake and real-time DDoS assaults; the attacks are 

modeled after genuine data from the real world planar capacitor (PCAP). Also included are the findings of a 

network traffic analysis performed using CICFlowMeter-V3, complete with labeled streams that are organized 

according to timestamps, source and destination IP addresses, source and destination ports, protocols, and 

assaults (CSV file).  

One variety of DDoS assaults was utilized in this investigation by the researchers. This attack was 

carried out at the application layer using LDAP, which is dependent on the TCP protocol. This massive 

document contains 80 columns and 2113234 rows. The dataset includes legitimate and the most recent 
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examples of frequently distributed denial of service attacks, which are analogous to real-world data PCAP. 

The raw data, which includes the network traffic PCAP and event logs (both Windows event logs and Ubuntu 

event logs) for each system, each of which has been recorded as a CSV file. The dataset has been arranged in 

a day-by-day format. Every day, we captured the raw data, which included the machine’s network traffic PCAP 

and event logs (both Windows and Ubuntu event Logs). 

 

3.2.  Data preparation 

At this stage hardware and software are needed to analyze the dataset. Meanwhile, we analyzed the 

dataset using virtual machine hardware with specifications Intel® Xeon ® Gold 6134 CPU 3.20 Ghz, virtual 

processor 22, speed 3.19 Ghz, 32 Gb RAM with @Jupyter 6.4.12 software. Figure 1 shows the data architecture 

process flow, with an explanation of the stages as: 

 

 

 
 

Figure 1. Process data architecture 

 

 

a) Input dataset CICDDoS2019: the first step is to obtain the required dataset on which the proposed model 

will be trained, tested and validated. 

b) Data cleaning: data cleansing is considered to be a crucial aspect step of data pre-processing. Data 

cleaning is the process of cleaning data by removing features that have identical values and also removing 

noise from irrelevant data [23], [24]. This data-cleaning process greatly affects performance because the 

data to be handled will reduce noise and complexity. 

c) Feature selection: the process of selecting features is among the most important phases contributing to 

deep learning model results and performance. Selecting and reducing features from the data set can 

increase training and testing speed, classifier accuracy, and computational modeling costs [25]. The goal 

is to reduce the dimensionality of the data and improve the quality of predictive models. 

d) New dataset: after preprocessing, a new dataset is obtained from the results of data cleaning and feature 

selection which will be classified at a later stage. A new dataset is a data set that can be new data that has 

never been used before, a subset of the original dataset, or a dataset that has undergone transformation or 

preprocessing. The next step is to choose the right model or algorithm for the data analysis you want to do. 

e) Apply the algorithm: we analyzed the dataset and found that the data was imbalanced, there are 3 labels 

in the “LDAP.csv” file, namely Benign and LDAP, and NetBIOS. We label [0,1,1] for multiclass and 

[0,1] for binary. We categorize binaries into two types: benign and LDAP. The author conducted testing 

of binary classification and multiclass classification. In this study, the author will compare the two tests, 

namely multiclass classification, and binary classification. Submission of ADASYN algorithm and 

SMOTE algorithm to handle imbalanced data. 

f) Data split: after getting the new dataset, we split the dataset for testing, namely training data and test data, 

with a distribution of 80% for training data and 20% for test data. The purpose of data split is to divide 

the dataset into different subsets for use in different stages of the data analysis process. Data splits are 

generally performed before training a machine learning model or evaluating model performance. 

g) Deep neural network: it is the framework that should be used to get knowledge from the dataset that we 

entered. In most cases, it is composed of the following three primary layers: the data that are received 

from the dataset are the responsibility of the input layer. In most cases, one node corresponds to a single 

dimension or the total number of characteristics that are included in the dataset. The data from the input 

layer is sent on to the hidden layer, which is the layer that is concealed. The information received from 

the previous layer is transmitted to the output layer, which is the last layer in the chain. 

h) Evaluation: using the following indications taken from the standard matrix, we can evaluate how effective 

the deep learning model will be in detecting DDoS attacks: 1) correctness refers to the overall accuracy 

of the model; 2) the term “precision” refers to the likelihood that the model would correctly identify the 

assault; 3) the chance that the model can identify attacks out of the total number of assaults is referred to 

as the recall; and 4) F-measure, also known as F1-Score, is a harmonic mean that combines recall and 

accuracy. The bottom equation contains the formulae that are used to calculate the values [26]. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2((𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)) 

 

Where 𝑇𝑃, 𝑇𝑁, 𝐹𝑃, and 𝐹𝑁 represent true positives, true negatives, false positives, and false negatives, respectively.  

− 𝑇𝑃 = true positive 

− 𝑇𝑁 = true negative 

− 𝐹𝑃 = false positive 

− 𝐹𝑁 = false negative 

 

 

4. RESULTS AND DISCUSSION 

During the course of this experiment, the performance of the suggested network was assessed by the 

utilization of normal, LDAP, and NetBIOS probes, in that specific sequence, for the binary and 

multiclassification trials, respectively. The findings of the experiment revealed that the majority of the samples 

could be appropriately categorized in their respective categories. Because of this, the samples were able to be 

placed on the diagonal, which demonstrates that the classification performance was enhanced. 

The effectiveness of the suggested model, on the other hand, was significantly diminished when it was 

subjected to multiclassification trials as opposed to binary classification experiments, as can be seen by 

comparing the two figures. This was the case when the model was tested with both types of classifications. 

The fact that the suggested model showed poor performance in the studies that incorporated multiclassification 

is evidence that this is the case.  

By comparing the ADASYN algorithm and the SMOTE algorithm. Figure 2 and Figure 3 show the 

results of the binary class comparison experiment between ADASYN and SMOTE in the confusion matrix 

binary model. Experiments show how to correctly classify numbers diagonally with good performance for 

SMOTE. Table 1 describes the results of the comparison between ADASYN and SMOTE, where the F1 value 

for benign is 0.9983 and for attack is 0.9983, while SMOTE shows F1 benign 0.9997 and attack is 0.9997. This 

shows that the SMOTE technique has better performance than ADASYN for the binary class. 

 

 

  
  

Figure 2. ADASYN binary Figure 3. SMOTE binary 

 

 

Table 1. Binary data comparison 

Type/c 
ADASYN SMOTE 

Benign (0) Attack (1) Benign (0) Attack (1) 

Acc 0.9983 0.9983 0.9997 0.9997 

Pre 0.9966 1.0 0.9997 0.9997 
Rec 1.0 0.9966 0.9997 0.9997 

F1 0.9983 0.9983 0.9997 0.9997 
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Figure 4 and Figure 5 show show the results of a multiclass comparison experiment between 

ADASYN and SMOTE in the model multiclassification confusion matrix. The experiment shows correctly 

multiclassification diagonally with good performance for ADASYN. Table 2 describes the results of the 

comparison of ADASYN and SMOTE, where the F1 value for benign is 1.0, LDAP is 0.9999 and NetBIOS is 

0.9999, on SMOTE it shows F1 benign 0.9999, LDAP is 0.9999 and netbois is 0.9998, this shows that the 

ADASYN technique has better performance than SMOTE for multiclassification. 

 

 

  
  

Figure 4. ADASYN Figure 5. SMOTE 

 

 

Table 2. Multiclass data comparison 

Type/classes 
ADASYN SMOTE 

Benign (0) LDAP (1) NetBIOS (2) Benign (0) LDAP (1) NetBIOS (2) 

Acc 1.0 0.9999 0.9999 0.9999 1.0 0.9999 

Pre 1.0 1.0 0.9998 0.9999 1.0 0.9997 

Rec 1.0 0.9998 1.0 0.9998 0.9999 1.0 
F1 1.0 0.9999 0.9999 0.9999 0.9999 0.9998 

 

 

5. CONCLUSION 

From the stages of work that have been carried out in the research above, the results obtained can be 

concluded. The results of the performance comparison on the two algorithms, namely the ADASYN and 

SMOTE algorithms, show high accuracy performance in overcoming the problem of data imbalance, both in 

the binary category, namely benign and abnormal, and for multiclass into three classes, namely benign, LDAP 

and Netbois. The experimental results that we conducted show that SMOTE is better than ADASYN for 

binaries and ADASYN is better than SMOTE for multiclass in overcoming the problem of unbalanced data. 
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