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 Diabetes is one of the most deadly chronic diseases because most sufferers do 

not realize they have it. A more accurate prediction of diabetes disease must 

be made to reduce the risk of bad things happening to sufferers. This research 

will optimize the decision tree (DT) classification method for diabetes 

prediction. Optimization is done by splitting criteria, splitting data, particle 

swarm optimization (PSO), and parameter optimization to find the highest and 

most accurate forecast of diabetes. Splitting criteria is done by comparing the 

results of three criteria, namely gain ratio (GR), information gain (IG), and 

gini index (GI). Splitting data is done by dividing training data and testing 

data into three comparison groups, namely 70:30, 80:20, and 90:10. The 

application of PSO and parameter optimization is carried out to increase the 

accuracy value. The processed data is taken from the UCI machine learning 

repository with 520 records and 17 attributes (1 class/label attribute). From 

the experiments, the GI criterion with splitting data 90:10 obtained the greatest 

accuracy of 98.08%, and the combination with PSO resulted in an accuracy 

of 97.66%. Meanwhile, parameter optimization with splitting data 90:10 

combined with GR criteria resulted in the highest accuracy of 97.90%. 

Keywords: 

Decision tree 

Diabetes prediction 

Highest accuracy 

Particle swarm optimization 

Parameter optimization 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Elly Muningsih 

Department of Information System, Faculty of Engineering and Informatics 

Universitas Bina Sarana Informatika 

Jl. Kramat Raya No.98, Kwitang, Senen, Jakarta City, Indonesia 

Email: elly.emh@bsi.ac.id 

 

 

1. INTRODUCTION 

Diabetes mellitus (DM) or diabetes is a chronic metabolic disorder that affects the body’s ability to 

utilize energy sources contained in food and is one of the diseases that causes a healthcare crisis throughout 

the world regardless of geographical, racial, or ethnic context [1]-[3]. Nearly 50% of diabetic patients have 

genetic characteristics considered essential features of DM, and diabetes occurs due to the failure of the 

pancreas to produce insulin and the inability to use insulin [4]. We generally know of three types of diabetes: 

type 1 diabetes, type 2 diabetes, and gestational diabetes [2], [4], [5]. The cause of diabetes is lack of insulin 

which can result in serious damage such as heart attack, weight loss, cardiovascular dysfunction, blindness, 

ulcers, damage of the nervous system, and coma [6], [7]. In 2014, it was known that an estimated global 

prevalence of 9% was among adults aged 18+ and that 1.5 million deaths were directly caused by diabetes, 

which was later corroborated by the WHO, which stated that diabetes would be the seventh leading cause of 

death in 2030 [8]. 

In today’s modern technological era, computer technology can help us detect diseases accurately and 

save time and money, one of which is data mining, a field of computer science for making predictions [2], [9], 

https://creativecommons.org/licenses/by-sa/4.0/
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[10]. One of the methods in data mining is the classification method, widely used in the medical field to classify 

data into different classes according to several constraints, which are comparatively individual classifiers [11]. 

Several studies that have discussed diabetes prediction were carried out by [12]-[14]. Research on splitting 

criteria has been carried out [15], where this paper tries to find splitting criteria derived from gini index (GI) 

criteria that improve the performance of GI criteria. Splitting criteria are used in the data mining decision tree 

(DT) training process with the GI criteria (G) and two derivative criteria. Jain et al. [16] investigated the criteria 

of separation together using the two most frequently used criteria, namely information gain (IG) and the GI. 

This paper proposes to divide data points when the IG is maximum and the GI is minimum. The proposed 

approach was rigorously tested and compared to building a DT-based random forest. From the experimental 

results, it is known that the proposed splitting criteria work satisfactorily. 

Meanwhile, another study [5] compared several classification methods, namely logistic regression 

(LR), k-nearest neighbor (kNN), support vector machine (SVM), gradient boost (GB), DT, multilayer 

perceptron (MLP), radio frequency (RF), and gaussian naïve bayesian (GNB), and then evaluated their 

performance with mean-absolute-error (MAE), root mean squared error (RMSE), receiver operating 

characteristic (ROC), test accuracy, precision, and recall. The study results concluded that the LR and GB 

methods achieved a higher testing accuracy of 79% than the other methods. Khanam and Foo [17] designed a 

system that can predict diabetes with high precision using the waikato environment for knowledge analysis 

(WEKA) tool. The study compared seven algorithms, namely DT, KNN, RF, NB, adaboost (AB), LR, and 

SVM, on Pima Indian diabetes dataset (PIDD) to predict diabetes and evaluate performance on various 

measures. All models provide over 70% accuracy. LR and SVM give an accuracy of around 77%–78% for the 

train/test split and k-fold cross-validation methods. The neural network (NN) with two hidden layers is 

considered the most efficient and promising for analyzing diabetes, with an accuracy rate of about 86%.  

Optimization of the classification method with a combination of particle swarm optimization (PSO) 

and artificial neural network (ANN) that can categorize between ripeness stages and orange’s immaturity [18]. 

This quantified data is used to train and test the optimized ANN model. Accuracy is based on ROC 

performance. Experiments in the study showed that the accuracy achieved for optimization was 70.5%, with a 

sensitivity and specificity of 60.1% and 80.0%, respectively. Meanwhile, research has been carried out for 

parameter optimization by, who applied a combination of the k-means method with Davies Bouldin index 

optimization and the DT method with parameter optimization. The parameter optimization that was carried out 

was the number of folds parameter in cross-validation and the criteria, maximal depth, apply to prune and apply 

preponing parameters in the DT. From the experiments, it was found that parameter optimization can increase 

the accuracy value to >90% for the DT method. PSO is a flock-based stochastic algorithm first proposed by 

Kennedy and Eberhart (1995) that exploits the concept of social behavior in animals such as flocks of birds 

and schools of fish [19], [20].  

This research will optimize the DT classification method for diabetes prediction. Optimization is done 

by splitting criteria, splitting data, PSO, and parameter optimization to find the highest and most accurate 

forecast of diabetes. Splitting criteria is done by comparing the results of three criteria, namely gain ratio (GR), 

IG, and GI. Splitting data is done by dividing training data and testing data into three comparison groups, 

namely 70:30, 80:20, and 90:10. The application of PSO and parameter optimization is carried out to increase 

the accuracy value. The processed data is taken from the UCI machine learning repository with 520 records 

and 17 attributes (1 class/label attribute). Evaluation is carried out using the confusion matrix to obtain the 

accuracy value and the area under curve (AUC) value based on the ROC curve. The tools used in this research 

experiment were RapidMiner. 

 

 

2. METHOD 

The research method used in this experiment uses the cross industry standard process for data mining 

(CRISP-DM) model, which has six research stages [21], [22]. The six stages of the research are described as a 

research framework, as in Figure 1. The stages of the CRIS-DM method are: 

 

2.1.  Business understanding 

This stage identifies problems, namely diabetes predictions that are not yet accurate or whose accuracy 

is still low. This stage aims to identify problems related to the inaccuracy of diabetes predictions or their low 

accuracy. Low accuracy will result in a suboptimal model, leading to inaccurate diabetes predictions. This can 

have a negative impact on potential diabetes patients. Based on the analysis and comparison of previous 

research, this study aims to optimize the Decision Tree classification method by separating criteria, splitting 

data, applying PSO, and optimizing parameters to achieve higher accuracy values. 
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Figure 1. Research framework 

 

 

2.2.  Data understanding and data preparation 

The dataset processed in the experiment was data taken from the UCI machine learning repository, 

with 520 records and 17 attributes (1 class/label attribute). This dataset was collected from patients using a 

direct questionnaire from Sylhet Diabetes Hospital in Bangladesh. This data has 16 attributes, namely age, sex, 

polyuria, polydipsia, sudden weight loss, weakness, polyphagia, genital thrush, visual blurring, itching, 

irritability, delayed healing, partial paresis, muscle stiffness, alopecia, obesity, and class. A class attribute is an 

attribute that indicates whether a person is at risk for diabetes or not. The class attribute has a positive value 

for those with diabetes risk and a negative value for those who do not have diabetes risk. As for the value of 

each attribute, age has a value of 1. 20–35, 2. 36–45, 3. 46–55, 4. 56–65, and above 65. The attribute sex has a 

value of 1 for men and a value of 2 for women. For other attributes containing the values yes and no. 

 

2.3.  Modeling 

In the processing carried out in this experiment, there are three main stages or processes related to 

optimizing the DT classification method for diabetes prediction. The optimization in question is: 

a. Optimization with splitting data combination splitting criteria. 

b. Data splitting is done by comparing the amount of training data and testing data. The ones used in the 

experiment were splitting data 70:30, 80:20, and 90:10. This comparison can be explained by the fact that 

the first number represents the amount of training data, and the second number represents testing data.  

In contrast, the criteria used in the experiment were GR, IG, and GI. 

c. Optimization with the implementation of PSO. 

d. PSO is one of the many techniques widely used in solving optimization problems of unstructured, 

constrained, or unconstrained continuous or discrete functions. PSO is a popular choice for prediction 

problems to a certain degree because its representation is intuitively simple, and the number of parameters 

that can be adjusted is relatively low [19]. PSO can improve classification by maximizing attribute 

weighting or attribute selection [23]. 

e. Parameter optimization. 

f. At this stage, the parameters that are optimized to produce the highest accuracy are iteration and DT. 

Criteria, DT.maximal_depth, DT.apply_pruning, DT.apply_prepruning, and CV.number_of_folds, where 

DT, and cross validation (CV). 

 

2.4.  Evaluation 

The processed model will be evaluated using the confusion matrix to determine its accuracy and the 

AUC value based on the ROC curve. 

a. Confusion matrix 
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The confusion matrix is a table widely used to evaluate the performance of an algorithm on a group of 

test data and allows a more comprehensive analysis than just accuracy [24]. An n×n confusion matrix associated 

with classifiers shows predicted and actual classifications, where n is the number of different classes [25].  

Table 1 a confusion matrix with 𝑛 = 2, which means: 

− a: represents the quantity of accurate negative predictions  

− b: represents the quantity of inaccurate positive predictions  

− c: represents the quantity of inaccurate negative predictions  

− d: represents the quantity of accurate positive predictions  

 

 

Table 1. The confusion matrix for two-class classification problem (n=2) 
 Predicted negative Predicted positive 

Actual negative a b 

Actual positive c d 

 

 

And for the value of the accuracy of the (1), 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑎+𝑑

𝑎+𝑏+𝑐+𝑑
 (1) 

 

b. ROC and AUC 

A ROC curve is a graph that describes the performance of an algorithm at the limit of classification, 

where the curve plots the two parameters with maximum sensitivity. While AUC is an area under the ROC 

curve that gives the cumulative performance value at all classification limits, AUC can also be explained as a 

probability in which the algorithm places positive random samples at a higher rank than negative random 

samples [22]. The AUC ranges from 0 to 1. Models whose predictions are 100% wrong have an AUC of 0.0, 

while those with 100% correct have an AUC of 1.0 [24]. A clear guide to classifying the accuracy of diagnostic 

tests using the AUC in the traditional system [26] is presented as follows: 

− 0.90–1.00: classification of excellent. 

− 0.80–0.80: classification of good. 

− 0.70–0.80: classification of fair. 

− 0.60–0.70: classification of poor. 

− 0.50–0.60: failure. 

 

2.5.  Deployments 

At this stage, the implementation of the DT classification method is carried out with optimization, 

which produces the highest accuracy value. Optimization is carried out by separating criteria and data, followed 

by the application of PSO for optimization, and finally, parameter optimization. The use of classification 

methods with the highest accuracy values is expected to provide better results and contributions to diabetes 

prediction. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Optimization of splitting criteria and splitting data 

Optimization of the first method is to do a combination of splitting criteria, namely GR, IG, and GI, 

with splitting data and a comparison of training data with testing data in 3 categories, namely 70:30, 80:20, and 

90:10. A data ratio of 70:30 means that the experiment uses 70% of the dataset as training data and the 

remaining 30% is used for data testing. The optimization results with a combination of splitting criteria and 

splitting data are shown in Table 2, which shows the accuracy and AUC values. 

The table shows that at splitting data 70:30 and 80:20, the GR criterion produces the highest accuracy 

values, namely 96.79% and 97.12%. Then followed GI and GI criteria with the same accuracy values, namely 

96.15% (70:30) and 96.15% (80:20). Whereas in splitting data 90:10, GI criteria produced the highest accuracy, 

namely 98.08%, followed by GI and GI criteria of 96.15%. Meanwhile, for AUC values, still, from Table 2, it 

is known that the GR criteria in splitting data 70:30 and 80:20 produce the highest AUC values, namely 0.968 

and 0.982. They were followed by IG and GI criteria with the same AUC value of 0.951 for splitting data 70:30 

and 0.966 for splitting data 80:20. Figure 2 shows that the GR criteria produce the highest accuracy and AUC 

values at splitting data at 70:30 and 80:20. GI has the highest precision and AUC values on splitting data at 

90:10. 
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Table 2. Optimization splitting criteria and splitting data 

Criteria 
70:30 80:20 90:10 

Accuracy (%) AUC Accuracy (%) AUC Accuracy (%) AUC  

GR 96.79 0.968 97.12 0.982 96.15 0.965 

IG 96.15 0.951 96.15 0.966 96.15 0.965 

GI 96.15 0.951 96.15 0.966 98.08 0.969 

 

 

 
 

Figure 2. Optimation splitting data and splitting criteria 

 

 

3.2.  Optimizing the implementation of PSO 

The second optimization carried out in this study is a combination of the first optimization, namely 

splitting criteria and splitting data, with the application of PSO. The results of the accuracy and AUC values 

are shown in Table 3. And it can be seen that with the application of PSO, the average accuracy and AUC 

values increase even though there are slight differences in the criteria compared to the results of the first 

previous optimization. 

 

 

Table 3. PSO implementation 

Criteria 
70:30 80:20 90:10 

Accuracy (%) AUC Accuracy (%) AUC Accuracy (%) AUC 

GR 97.00 0.968 97.13 0982 97.22 0.965 
IG 96.43 0.951 97.35 0.966 97.65 0.965 

GI 96.97 0.951 97.36 0966 97.66 0.969 

 

 

From Table 3, it is known that in splitting data 70:30, GR got the highest accuracy result, namely 

97.00%, followed by GI criteria of 96.97% and GI criteria with an accuracy of 96.43%. In splitting data 80:20 

and 90:10, the GI criteria produced the highest accuracy, namely 97.36% and 97.66%. In splitting data 80:20, 

the second order is GI with an accuracy value of 97.36%, and the last is the GI criteria of 97.35%. In splitting 

data 90:10, the second order of highest accuracy is the GI criterion of 97.65%, and the last sequence is the GR 

of 97.22%. In the AUC value of the PSO application, the GI criterion produced the highest AUC value in all 

splitting data categories, namely a value of 0.970 for a 70:30 ratio, followed by the second highest, the GR 

criterion of 0.969, and the last, the IG criterion of 0.962. In splitting data 80:20, the highest AUC value is 0.970. 

The GI criterion produces the largest AUC value of 0.974 for splitting data 90:10, followed by the GR criterion 

of 0.973, and finally, the GI of 0.968. In general, the AUC value increases with the application of PSO.  

Figure 3 shows that with the application of PSO, the accuracy value of most criteria increases except for the 

GI criteria with splitting data of 90:10. For the AUC value, in general, the value increases with the application 

of PSO.  
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Figure 3. PSO implementation 

 

 

3.3.  Parameter optimization 

Parameter optimization is applied to three categories of Splitting data: 70:30, 80:20, and 90:10. The 

parameters in question are Iteration, DT.criteria, DT.maximal_depth, DT.apply_pruning, 

DT.apply_prepruning, and CV.number_of_folds. The evaluation is based on the resulting accuracy value in 

optimizing this parameter. The results of parameter optimization are shown in Table 4. 

 

 

Table 4. Parameter optimization 
Parameter 70:30 80:20 90:10 

Iteration 360 336 391 

DT.criteria GI GI GR 

DT.maximal_depth 90 90 90 
DT.apply_pruning True True False 

DT.apply_prepruning False False False 

CV.number_of_folds 7 7 7 
Accuracy 97.80% 97.40% 97.90% 

 

 

Table 4 that the highest accuracy is 97.90% on splitting data 90:10, Iteration: 391, DT. Criteria: GR, 

DT. maximal_depth: 90, DT. Apply_pruning: False, DT. Apply_prepruning: false, and number_of_folds 

(Cross Validation): 7. The second highest accuracy value is 97.80% for splitting data 70:30 and criteria GI. 

And the lowest accuracy value is 97.40% with splitting data 80:20 and criteria: GI. 

 

 

4. CONCLUSION 

This paper has presented optimizing method for diabetes prediction. The process of implementing the 

DT classification method has been executed with optimization, following a systematic approach combination 

of splitting data and splitting criteria can produce the highest accuracy value of 98% for GI criteria with splitting 

data of 90:10. Second, the application of PSO has proven to be able to increase the accuracy and AUC values 

in almost all categories for the combination of splitting data and splitting criteria. Third, with parameter 

optimization, accuracy values can increase to >97% for all types of splitting data. Of the three optimizations 

that have been carried out, all of them fall into the category of excellent classification. Optimization with the 

highest accuracy value can be used as a reference basis for applying the best DT classification method. In the 

future, research could involve more data and other methods. 
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