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ABSTRACT

Memories play a very important role in computing systems due to the continuous
advancements in technology. They are used to store data that is used for proper
system operations. Memory architectures that are more intricately designed are
more prone to radiation-induced errors such as single bit upsets (SBU) and mul-
tiple bit upsets (MBU). Error correction codes (ECC) are used to recover the
corrupted data that are stored in memories. H-matrix-based ECC is the com-
monly used ECC for memories. On the other side, the correction masking (CM)
technique was added to ECC to mask the correctable error patterns. CM tech-
nique protects the error-free bits while correcting erroneous bits. In this paper,
optimized H-matrices are presented. These matrices are used to design an ECC
with the CM technique to correct 2-bit to 7-bit adjacent errors. The result shows
there is a reduction in the power of 2, 3, and 4 adjacent bit errors by 19.009%,
4.615%, and 27.934% respectively.
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1. INTRODUCTION
Memories are referred to as the storage space in computing systems. The encoded data is kept in

memory and then retrieved, decoded for error checking, and subjected to additional processing. Memories use
different storage spaces for storing single-bit and multi-bit data. In today’s modern technology, semiconductor
memories are used to store data in the computing system. Different types of memories can be ranked according
to their capacity and accessing speed such as read only memory (ROM), static random access memory (SRAM),
dynamic random access memory (DRAM), and so on [1].

In today’s modern technology, the reliability of the data is more important for the functioning of digital
systems. The data in the memories can be corrupted due to various noise sources and also due to the ionizing
effect of atmospheric neutrons and alpha particles [2], [3]. In memories, there is also a chance of occurrence
of single bit upsets (SBU) or multiple bit upsets (MBU) due to cosmic radiations [4]–[7]. It is important to
identify and rectify the error present in the data stored, as the computations are very sensitive to the errors.
When the memories are connected to many electronic devices or because of the complementary metal-oxide
semiconductor (CMOS) technology’s downscaling in terms of architecture, the memories tend to experience
soft errors [8].
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A method for error detection and correction in computing systems for corrupted data in memories
is called error correction codes (ECC). Initially, ECC is introduced for the correction of SBUs later they are
implemented for MBUs. The ECC method used in SRAM is power efficient and capable of multi-bit error
detection and correction as well [9]–[11]. As technology is scaling down, memories tend to experience errors
in numerous bits, and ECC which rectifies those error bits became popular [12]–[17]. According to errors
present in the data, different types of ECC are introduced to identify and rectify them [18]. Error detection and
correction are accomplished using many ECC techniques, one of which is the H-matrix-based technique. The
size of the H-matrix increases as the overall number of errors in the memory-stored data rises.

The correction masking (CM) technique is an existing, effective, and structured technique, which is
implemented in syndrome-based error correction decoders. Implementing this H-matrix method with the CM
technique can ensure more error protection. The CM technique can be applied to any syndrome-based error
correction decoder which comprises many ECCs such as single error correction (SEC), SEC double adjacent
error correction (SEC-DAEC), 3-bit adjacent, and 4-bit adjacent errors. Previously for effective protection of
data, the triple modular redundancy (TMR) method was used. This method results in more consumption of
area and power and provides less protection compared to the CM technique [19].

A coding method that reduces many errors at the time of transmission of data bits in memories is
the diagonal hamming method [18]. This method detects and rectifies up to a maximum of 8-bit errors for
32-bit input data. Using this method, the reliability of error correction with the requirement of less area and
latency is achieved. By incorporating the CM approach into the syndrome-based error correction decoders,
Liu et al. [19] increase the error correction capacity and also outperform TMR in terms of logic, latency,
area, and power. CM technique refers to the masking of correctable error patterns such that error-free bits
may not experience errors while correcting erroneous bits. This technique can be implemented in any ECC for
correcting both adjacent and random errors. In this study, a memory-efficient architecture of ternary content
addressable memory (TCAM) based on multipumping-enabled multiple port SRAM is proposed. The approach
operates the SRAM blocks at a frequency that is several times higher than the system as a whole [20], [21].

This work focused on a method that comprises two blocks of logic for error detection and correc-
tion i.e., they are 3 parity check (PC) and horizontal vector hamming code (HVHC) blocks in semiconductor
memories [22]. The 3PC block is used to find and fix problems in input data, whereas the HVHC block is
used to detect and fix faults in redundant bits. The technique mentioned above can detect and correct up to
3-bit errors in redundant bits and data bits. This method increases error correction capacity and reliability more
compared to horizontal vector diagonal (HVD) and multidirectional methods. However, this method introduces
increased complexity to the system, and consumption of more circuit area and power, as it uses two different
blocks for detecting and correcting data and redundant bits. The aforementioned combination method increases
the correction capacity, but there can be a trade-off between identifying and fixing bit faults in redundant bits
against those in input data bits. The column-line-code (CLC) method which is an alternative to hamming code,
discusses the detection and correction of error bits in memories. The CLC method requires more parity bits
to identify and rectify errors in comparison to hamming code [23]. Although the above method has high error
correction capacity, the main disadvantage is the requirement of more redundant bits for this method which
tends to increase in the circuit area, which in turn, increases power and delay parameters. Silva et al. [24]
introduced the extended CLC code and altered CLC code in numerous ways. While still using the same CLC
code matrix, this process went through more cycles to uncover new flaws. The largest drawback, though, was
the amount of power needed to use the procedure. Saiz-Adalid et al. [25] explained the technique regarding
ultra-fast error detection and correction till 2 adjacent bit errors. The work mainly discusses the extended ham-
ming code technique to detect and correct 2 adjacent bit errors. The H-matrix method is used in this method to
find and fix errors. The error detection and correction process’s delay is reduced by the H-matrix’s design.

This paper proposes a novel optimized H-matrix that can rectify all lower-order adjacent errors and
till 7-bit of adjacent errors in 16-bit data which is simulated using Modelsim and synthesized using Cadence
Genus 45 nm technology. The recursive search methodology is used to identify the syndrome bits with the
lowest hamming weights and produce the optimized H-matrix. Using the recursive search approach, the H-
matrices are optimized for 2-bit to 6-bit adjacent errors with fewer number of one’s such that it reduces either
one of the parameters i.e., area, power or delay. Then these optimized H-matrices are used to design the ECC
and implemented with the existing CM technique for MBU correction.

The work is organized as follows: in section 2, which describes the proposed work, a brief discussion
of syndrome-based decoding using the CM technique is provided, as the generation of optimized H-matrix, and
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also about the implementation of optimized H-matrix in syndrome-based decoder with the CM technique. The
comparisons and evaluations of the synthesis findings are examined in section 3. The conclusion and upcoming
works are given in section 4.

2. PROPOSED WORK
2.1. Syndrome-based decoder with CM technique

The syndrome-based decoder is utilized in error detection and correction. It is implemented to tackle
different errors like SEC double-error detection (SEC-DED), SEC-DAEC, and 3-bit to 7-bit adjacent errors.
By using single error detection and CM, it is ensured that SBUs that affect the decoder when it receives a valid
word as the output data will not be influenced by input data. The syndrome vector computation is done using
PC equations. The comparison of the vector is done with the syndrome of every correctable pattern in the H-
matrix to identify the error bit positions. The (1) below demonstrates the computation of syndrome vector Sk

by ORing of received vector and transposing PC equations. These PC equations are implemented as individual,
independent blocks with no logic sharing. After syndrome computation, if all the bits in the syndrome vector
are zero, it means that the input data is error-free. The syndrome vector will be non-zero even if the input data
contains a single bit of error, and it is compared with the columns of the H-matrix to determine where the error
in the input data bits is located. If more than one-bit error is present in input data, the identification of that
error position is done by comparing the syndrome with XORing of the particular columns corresponding to
that error position and particular error signals ek are generated.

Sk = rHT (k) (1)

Where: Sk is syndrome vector, r is received vector, and H is PC matrix. After the computation of Sk,
syndrome bits are ORed with Sr to produce the masking variable signal Corren as shown in (2) which is used
for masking error bits. The Corren signal is ANDed with error signals ek to obtain the masked output. The
design specifies that the correction will take place if both the ek and Corren signals are one. Now the masked
output is XORed to the input data dk to obtain the error-free final output data dkcorrcm as shown in (3):

Corren = S1 + S2 + + Sr (2)

dkcorrcm = dk ⊕ (ekCorren) (3)

the above syndrome-based decoder with CM Technique will protect the data in the memories from SBUs and
MBUs with simpler logic, efficient protection, minimal increase in power, area, and delay compared to only
the syndrome-based decoder. In the next subsection, the optimization of H-matrices is discussed.

2.2. Generation of optimized H-matrix
This section discusses how to generate an H-matrix that is optimized for 7-bit adjacent error correction

using 16-bit input data. First, it is necessary to compute the parameters of the syndrome vector and the total
amount of redundant bits needed. Next, all potential mistake sequences that might happen had to be forecasted.
Then to determine the properties of the syndrome vector it is necessary to calculate the number of parity bits.

The possible number of error sequences that can be detected in 7-bit adjacent ECC are 1-bit errors
( 1 ), 2-bit errors ( 11 ), 3-bit errors ( 111 ), ( 101 ), 4-bit errors ( 1111 ), ( 1011 ) ( 1101 )
( 1001 ), 5-bit errors ( 11111 ), ( 10111 ) ( 11011 ) ( 11101 ) ( 10011 ) ( 11001 ) ( 10101 )
( 10001 ) and 6-bit errors ( 111111 ), ( 101111 ) ( 1101111 ) ( 111011 ) ( 111101 ) ( 1111101 )
and so on, 7-bit error ( 1111111 ). As a result, the calculation of the total redundant bits required to correct
every error is provided (4).

m+ (m− 1) + 2(m− 2) + 4(m− 3) + 8(m− 4) + 16(m− 5) + (m− 6) ≤ 2m−k (4)

Where: k is the number of input data bits and m is the number of received codeword bits. According
to (4), the minimum number of redundant bits that are required to decode 7-bit adjacent error is calculated as
10. Hence, the code length m=(16+10)=26. The column vectors needed to build the optimized H-matrix are
now computed. The goal of H-matrix optimization is to reduce the number of ones in the matrix, which equates
to fewer gates being implemented, ultimately resulting in a reduction in area, power, or delay parameters.
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To generate the H-matrix, the steps presented in Figure 1 are followed. To start this process first, all
possible syndrome vectors for the error mentioned in the above paragraph are to be found. The vectors that
have a minimal number of ones have to be selected. The next column vector is selected after the first one so
that none of the remaining syndrome vectors should match any of the combinations that were made using this
column. This process is repeated until all low-weighted column vectors are checked. To ensure that all the
vectors and their related syndrome bits are covered, this search traverses through the same weighted vectors.
This phase ensures that every vector selected has a reduced order weight, producing an optimized H-matrix.
If the syndrome bits do not match after checking every vector of lower order weight, the search proceeds on
to vectors of subsequent higher order weights. The vectors with higher order weights are also used in this
recursive search. After this process, the H-matrix for 7-bit adjacent error is generated and shown in Figure 2.
By following the same procedure mentioned in section 2.2, H-matrices are optimized with a lesser number of
ones for 2-bit to 6-bit adjacent errors for 16-bit input data as shown in Figures 2(a) to 4(b).

Figure 1. lowchart for generation of optimized H-matrix

(a) (b)

Figure 2. Optimized H-matrix for error correction; (a) 2-bit adjacent error and (b) 3-bit adjacent error

(a) (b)

Figure 3. Optimized H-matrix for error correction; (a) 4-bit adjacent error and (b) 5-bit adjacent error
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(a) (b)

Figure 4. Optimized H-matrix for error correction; (a) 6-bit adjacent error and (b) 7-bit adjacent error

2.3. Implementation of optimized H-matrix in syndrome-based decoder with CM technique
In this section, the implementation of the optimized H-matrix in the syndrome-based decoder with the

CM technique is presented with an example. Let us consider a 16-bit data c=0011001000011010 first this data
is sent through the encoder and the redundant bits are calculated and attached to the original data. So, the data
stored in the memories is r=01011010110011001000011010, in that 1st 10 bits are the parity bits which will
help in error detection and correction. Now let us introduce errors in the data bits at the 2nd to 8th position.
Now the codeword will change to r=01011010110011001111100110.

This data is now sent to the decoder side, and the decoder will now calculate the syndrome for the
codeword. If there is no error in the input data the syndrome will be zero based on the retrieved data, the
identification of that error position is done by comparing the syndrome with XORing of the particular columns
corresponding to that error position as shown in Table 1 at the positions at which the bits are flipped and the
resulting s=0011111110 at this time the ORing of each syndrome bits is done and stored in variable Corren
which will be used in the masking technique after the columns of the H-matrix will be compared with the
syndrome vector when it has been calculated. The generated syndrome vector is used to identify the column
vectors. The column vector identifies the location of the erroneous bits. As the error bits are identified now the
error bits are ANDed with variable Corren which is part of the masking process this will provide additional
protection to the error bits.

Table 1. Calculation of syndrome vector using column vectors
H[2] H[3] H[4] H[5] H[6] H[7] H[8] H[2] ⊕ H[3] ⊕ H[4]

H[5] ⊕ H[6] ⊕ H[7]
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1
0 1 0 0 0 0 0 1
0 0 1 0 0 0 0 1
0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

3. EVALUATIONS AND COMPARISONS
The proposed work has been compared with existing H-matrices of ECC and the benefits of the pro-

posed work have been discussed in this section. The encoders and decoders are designed in Modelsim using
Verilog as this tool simulates behavioural, return to learn (RTL), and gate-level code, resulting in improved
design quality and debug productivity and synthesized in Cadence 45 nm technology as this technology is the
latest technology that gives accurate results which is 10 times faster than other technology. Figure 5 shows the
encoding of the input data i.e., in=321a and the output of the encoder will be input data appended with parity
bits i.e., out=16b321a and this will as given as input to the decoder.

Figure 6 shows the syndrome-based decoder with the CM technique in which the output of the encoder
is provided with and without introducing error. Firstly, the data is considered as 16b321a which does not have
an error in it. Hence, syndrome bits are obtained as s=000, and the final output of the decoder after correction
will be out=321a which is the original data. Now, let’s consider a 7-bit adjacent error in the input data i.e.,
in= 16b3265. Since the error is introduced, syndrome bits as non-zero i.e., s= 007f, and the final output of the
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decoder after correction will be out=321a and similarly, simulations are carried out for the other two cases.

Figure 5. The output of a 7-bit error correction encoder using the CM technique in memories

Figure 6. The output of a 7-bit error correction encoder using the CM technique in memories with and without
error

Table 2 shows the synthesized results of the ECC with the existing and optimized H-matrix for 2 to
4 adjacent bits error with the CM technique. The synthesized results provided the performance parameters
such as area, power, and delay. From the synthesis results it is inferred that for 2-bit adjacent error, there is
a decrease in parameters in terms of area, power, and delay by 11.44%, 19.009%, and 3.314% respectively
compared to the existing matrix, for 3-bit adjacent error there is a decrease in the parameter in terms of power
by 4.615% and minimal overhead in terms of delay and area, for 4-bit adjacent error there is a decrease in the
parameter in terms of delay and power by 13.521% and 27.934% and minimal overhead in terms of area. Table
3 shows the synthesized results of the ECC with the proposed H-matrix for 5 to 7 adjacent bits error with the
CM technique.

Table 2. Area, power, and delay parameters for 2 to 4 bits adjacent ECC with existing and optimized
H-matrices

No. of error No. of parity bits used Area (µm2) Power (µW) Delay (ns)
bits corrected Existing Optimized Existing Optimized Existing Optimized Existing Optimized

2 8 7 612.625 542.520 0.2504 0.2028 0.3349 0.3238
3 7 7 535.906 542.168 0.2521 0.2419 0.4202 0.4594
4 7 8 542.376 547.472 0.2667 0.1922 0.3831 0.3313

Table 3. Area, power, and delay parameters for 5 to 7 bits adjacent error ECC with proposed H-matrix
No. of error bits corrected No. of parity bits used Area (µm2) Power (µW) Delay (ns)

5 8 537.648 0.1791 0.4392
6 9 536.221 0.1795 0.4382
7 10 683.746 0.2647 0.4401

In a nutshell, the results from this work’s use of optimized H-matrices state that the complexity of
encoding and decoding operations decreased as a result of the optimization technique’s reduction of the number
of ones in the H-matrix. It also asserts that employing optimized H-matrices instead of conventional H-matrices
will result in a reduction of at least one parameter, such as area, power, or latency.
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4. CONCLUSION AND FUTURE SCOPE
The work in this paper has discussed the implementation of optimized H-matrices in syndrome-based

decoders along with the CM technique. It is one of the effective methods for safeguarding syndrome-based
decoders from SBUs and MBUs. For the above work, we simulated it using the Modelsim tool, synthesized the
code and analyzed the results of Cadence Genus in 45 nm technology. Using an optimized PC matrix, the CM
technique was implemented, evaluated, and analyzed for a variety of codes, including 2-bit to 7-bit adjacent
codes for memories. The result shows there is a reduction in the power of 2, 3, and 4 adjacent bit errors by
19.009%, 4.615%, and 27.934% respectively and erroneous bits are efficiently corrected using optimized H-
matrices. The outcomes show that using an optimized PC matrix can deliver effective security while reducing
area, power, and latency. As a result, CM appears to be an appealing technique that can be used in memory to
provide good error protection while fixing erroneous bits. The future scope is, that protection is only provided
to the input data bits, not to the redundant bits so by protecting the redundant bits the syndrome vector can
also be protected. Only adjacent bit errors are taken into consideration so we can increase the efficiency of the
technique by applying it to the random error bits.
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