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 The increase in signature forgery cases can be attributed to the escape of 

forged signatures from manual signature verification systems. Researchers 

have developed various machine learning and deep learning methods to verify 

the authenticity of signatures, one of which uses convolutional neural 

networks (CNNs). This research aims to develop a mobile application for 

handwritten signature verification using CNN architecture by adding a batch 

normalization technique to its layer. The performance of our proposed method 

achieved a verification accuracy of 86.36%, with a 0.061 false acceptance rate 

(FAR), 0.303 false rejection rate (FRR), and 0.182 equal error rate (EER), 

which is compatible to be embedded in smartphones. However, there is still a 

need for further development of the CNN model and its integration with 

mobile applications. 
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1. INTRODUCTION 

A signature refers to a person’s distinct and characteristic method of inscribing their name using their 

hand. The distinctive configuration of a signature serves as a distinct symbol that embodies identity, ensuring 

that each individual possesses a distinct pattern of signature. A signature serves as a means of authentication, 

expressing an approval of a policy or the document contents [1]. Signature is achieved by the distinctiveness, 

consistency, and clarity of the signature pattern, differentiates one person from another [2], [3]. One of the 

various applications of signatures encompasses its usage as a means of authentication for legal documents, 

including contracts, statements, and agreements [4].  

Handwritten signatures provide authentication for various countries in North America, Europe, Asia, 

and Africa. In Indonesia, the government recognizes signatures as a valid and legal method of verifying identity 

in relation to a document [5]. Signatures serve as a means of biometric authentication for individuals, providing 

an alternative to facial recognition, iris scanning, fingerprinting, and voice recognition, all of which require the 

use of specific devices [3], [4], [6]. Despite the availability of modern and digital electronic authentication 

methods, handwritten signatures continue to be used as a means of authentication as legal precedents in 

numerous legal systems [7], [8]. Courts and governments are familiar with signature authentication, and laws 

and regulations often accommodate handwritten signatures [9]. The offline signature verification poses 

significant challenges in verificaton field. The inherent immutability of static data prevents the storage of 

dynamic information, which often contributes to the information processing [5], [10]-[12]. Offline verification 

is static, mainly by scanning signatures converted to digital signature images, excluding any dynamic 

information [2], [5]. An individual’s signature can often be the result of variations in their circumstances and 

conditions while signing. Depending on the equipment used, such as paper and stylus, offline signature results 

https://creativecommons.org/licenses/by-sa/4.0/
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can be vary. Offline signatures solely encompass the visual representation of a signature, posing challenges in 

the verification process [13], [14]. Human senses have limitations to identify signatures with similar patterns, 

poses a challenge in accurately verifying the authenticity of a signature [12]. Forging a signature can result in 

financial material, and psychological losses for the relevant parties involved in the document.  

According to the problems mentioned above, performing automatic verification is possible to prevent 

instances of signature forgery. The domain of signature verification has been extensively studied by many 

scientists worldwide over a prolonged time. The recognition of its difficulty has been widely acknowledged 

within the discipline of computer vision research [15]. In this study, we aimed to construct a mobile-based 

application, enabling it to verify handwritten signature images by enhancing usability and facilitating high 

mobility. We integrated it with our proposed convolutional neural network (CNN) model with a substantial 

accuracy level. The implementation of a robust signature verification system can effectively mitigate the risk 

of a forged signature by applying a well-tested and accurate method. This feature proves advantageous across 

diverse domains, such as the verification of financial file signatures associated with banking institutions, the 

authentication of signatures on correspondence or legal documents involved in property transactions, and other 

similar applications. Our contribution can be summarized as:  

a. Enhance CNN architecture by refining the process of training data generation in order to maximize the 

model. 

b. Modify CNN architecture by adding batch normalization technique to see how reliable the model used in 

mobile application embedded systems.  
c. Develop a mobile-based application with efficient verification of signatures in order to assist various 

sectors, including governments and institutions, in reducing the widespread practice of signature forgery. 
The following sections of the paper are structured in the following manner: section 2 comprehensively 

explains the theoretical underpinnings that form the basis for the approaches utilized in the proposed method. 

Section 3 explains the proposed method. Section 4 presents the findings and performance evaluation, while 

section 5 covers the final remarks of the study. 

 

 

2. LITERATURE REVIEW 

Previous studies have employed various methods to authenticate signature images using deep learning 

or machine learning algorithms. Bibi et al. [16] studied a comprehensive analysis of the present trends, 

challenges, and opportunities of machine learning techniques used in the discipline of signature verification. 

Dey et al. [17] proposed an architecture called convolutional siamese network. They used open access signature 

dataset which resulted 77.76% accuracy when testing with dataset from the Grupo de Procesado Digital de 

Señales (GPDS) synthetic signature corpus, 85.90% accuracy with the hindi database, 86.11% accuracy with 

the bengali database, 88.79% accuracy with the GPDS 300 signature corpus database, and 100% accuracy with 

the cedar signature database.  

Research by Ratna et al. [18] gained 83% achieved an average accuracy of 83% when trained on 22 

genuine signature images using the Persian dataset. There was a 94% increase in accuracy while trained on 

nine genuine signature images. CNN is used to identify forged signatures, and autoencoding is used to generate 

forged signatures from existing original signatures. Jahandad et al. [19] compared CNN with GoogLeNet 

inception-v1 and inception-v3 architecture. The researchers [20], [21], offline signature images are verified 

using a machine learning technique. The accuracy obtained from twenty users for Inception-v1 is 83%, the 

equal error rates (EER) is low with a value of 17, while with Inception-v3 it reaches an accuracy value of 75% 

with an EER of 24. These results are better when compared to existing research. Inception-v1 shows better 

classification results, training time, and fewer operations than Inception-v3 for 2D signature images. Inception-

v3 performs better than Inception-v1 for ImageNet image classification. Our proposed method is based on a 

CNN in conjunction with batch normalization approaches. The following section provides a brief overview of 

these topics.  

 

2.1.  Convolutional neural network  

An approach for classifying signature images is. CNN takes the original raw visual data and extracts 

the features directly. Rather than being pre-trained, the linked features will develop throughout training. This 

automatic feature extraction method is the best model for learning task in computer vision [18], [22], [23]. 

Three layers typically make up the CNN architecture as: 

a. Convolutional layer: a series of convolution operations. In image processing, convolution is employed on 

the image inputted to extract distinctive characteristics. 

b. Pooling layers: to decrease the dimensions of an image. This layer partition the output of the preceding 

convolution layer into multiple smaller grids and reorganize reduced picture matrix. During a subsequent 

phase, just the most significant features will undergo processing. 
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c. The fully connected layer: to modify the dimensions of an image in order to enable linear classification. 
 

2.2.  Batch normalization 

Sergey Ioffe and Christian Szegedy, researchers affiliated with Google Inc, introduced batch 

normalization in 2015. It is a technique to significantly enhancing the training process of deep neural networks 

(DNN). This is achieved by a normalization process that adjusts the means and variances of the inputs at each 

layer [24], [25]. Batch normalization is the normalization of the layer input inside the network to lower the 

training duration. It extends the normalization process to include all layers of the network. The normalization 

is performed for every mini-batch. Although there are some common design concepts between dropout and 

batch normalization approaches, extensive research findings have demonstrated that each method possesses 

distinct capabilities for enhancing deep learning. Batch normalization adjusts the unit values for each batch, 

and the random creation of batches during training provides additional noise to the training process. The 

training process are stabilized by the normalization, so the learning rate could be increased. It also reduces or 

remove the use of dropout rates, as the effect of regularization effect [26]. 

 

 

3. METHOD 

The proposed system is a forged and genuine signature classification system with several development 

stages. Figure 1 is the system design of this study. It consists of five main parts: data collection, data pre-

processing, classification stage, system evaluation, and model implementation. Each stage has a crucial role in 

building the system.  
 

 

 
 

Figure 1. Proposed design system 

 

 

3.1.  Data collection 

The dataset used in this study comprises signature images collected by the author. It includes 

signatures from 101 IDs, each contributed three genuine and three forged signatures. The signatures were 

generated by placing the individuals’ signatures onto images of signatures received from the general public. 

The dataset was obtained using a combination of direct collection by researchers and a Google Form, wherein 

each participant completed the form and uploaded three genuine signatures. At that time, some individuals 

engaged in forging three forged signatures. Figures 2(a)-(e) shows the example of collected signature image. 
 

 

  
(a) (b) 

  

Figure 2. Raw signature image example; (a) genuine signature, and (b) forged signature 
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The raw signature images are shown in Figures 2(a) and (b). Figure 2(a) is an example of genuine 

signatures. Figure 2(b) is an example of forged signatures. From these raw images, there are several things that 

will affect the image processing stage, including the use of different paper, lighting, and pen used to sign. 

Therefore, an image pre-processing stage is needed before entering the classification stage to reduce bias.  

 

3.2.  Data pre-processing 

The training dataset receives pre-processing to extract the primary features the network will use for 

signature identification. The primary features is a numerical convolution value to distinguish between distinct 

images derived from the feature extraction procedure within the architecture. The feature extraction involves 

the extraction of pertinent features from input data, such as images or signals, through the utilization of 

convolutional layers. At this stage, pre-processing and augmentation of the signature image data is carried out 

as follows: 

a. Resize: altering the image dimensions to a specific pixel size corresponding to the dimensions of the 

initial convolution layer. 

b. Image normalization: the image passes a conversion process, transforming into a single channel 

representation consisting of binary values, specifically 0 and 1. In this representation, the value 0 signifies 

the image’s background, while the value 1 signifies the presence of informative features within the image. 

c. Augmentation: enhances the training process by incorporating additional sample signature variants, 

improving the network’s performance [23], [27]. 

 

3.3.  Classification using CNN enhancement 

The classification stage consists of data training and testing stages. During the training, the dataset 

used consist of training and validation data. This partitioning will be carried out based on a predetermined split 

ratio, where 90% was allocated for training purposes, and the 10% rest was designated for validation purposes. 

The training dataset constitutes a subset of the larger dataset comprising handwritten signature images used on 

the training stage to build the network. The validation dataset is a crucial part of the model validation process 

to mitigate the risk of overfitting. CNN architecture was used with an additional number of Batch 

Normalization shown in Table 1. A CNN model consists of convolutional, pooling, and fully connected layer. 

The total parameters used for this model was 542,142. 

 

 

Table 1. CNN enhancement layers and parameters 
Layer (type) Output shape Parameters 

Convolution 1 [-1, 4, 101, 101] 20 

Batch normalization [-1, 4, 101, 101] 8 

ReLU [-1, 4, 101, 101] 0 
Convolution 2 [-1, 8, 102, 102] 136 

Batch normalization [-1, 8, 102, 102] 16 

ReLU [-1, 8, 102, 102] 0 
Max pooling [-1, 8, 51, 51] 0 

Convolution 3 [-1, 16, 52, 52] 528 

Batch normalization [-1, 16, 52, 52] 32 
ReLU [-1, 16, 52, 52] 0 

Max pooling [-1, 16, 26, 26] 0 

Max pooling [-1, 16, 13, 13] 0 
Linear 1 [-1, 200] 541,000 

Linear 2 [-1, 2] 402 

 

 

As shown in Table 1, the CNN Enhancement has three convolutional layers, ReLU as the activation 

method, and two pooling layers. The batch normalization layers added to fasten the training process, normalize 

the data, and avoid overfitting. On the testing stage, developed model in the preceding training stage will be 

evaluated using testing data. The testing dataset underwent pre-processing procedures to transform the 

signature image into a binary image and mitigate bias variables, such as the image pixel size. Subsequently, 

the dataset is subjected to testing using the pre-existing model. The testing process involves distinct signature 

images excluded from the training dataset, ensuring that the neural network is not familiar with them. 

 

3.4.  Model evaluation 

The evaluation of model accuracy can be conducted by analyzing the result of the confusion matrix, 

to measure the relationship between image classification results and the model predictive performance.  

The EER can be used to gain the accuracy of the network. A higher level of accuracy in the biometric system 

is associated with a lower EER rating. The component of confusion matrix consists elements as: 
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a. True positive (TP): correctly predicted positive data 

b. True negative (TN): correctly predicted negative data  

c. False positive (FP): incorrectly predicted negative data  

d. False negative (FN): positive data incorrectly predicted  
The network performance is evaluated by transforming it into a confusion matrix, enabling the 

computation of scores: 

 

3.4.1. Accuracy 

Accuracy of the model refers to its ability to predict data correctly. It can be defined as the outcome 

obtained by evaluating the correctness of predictions in relation to the total amount of data. The presented in 

(1) is used to calculated the accuracy. 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁) (1) 

 

3.4.2. Precision 

The ratio of true positive with all number of data instances predicted as positive. Precision shows how 

often a model is correct in predicting the target class. The precision score can be computed using (2). 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) (2) 

 

3.4.3. Recall or sensitivity 

The data presented illustrates the model rate of effectively obtaining information. Recall shows 

whether or not a model can find all objects in the target class. In (3) provides the mathematical representation 

for computing the recall value. 

 

𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) (3) 

 

3.5.  Model implementation 

Once the model has been trained and tested and achieve optimal accuracy in predicting signature 

images, it will be integrated into a mobile application. The trademark image intended for testing, referred to 

the prediction dataset, is a new image unused for training or testing purposes. Prior to evaluation, this image 

will go through pre-processing to ensure its compatibility with the input format required by the neural network. 

Then, it will be used for testing using a pre-trained and saved model. The subject matter pertains to the 

classification of signatures. The result of the verification process will be presented in textual format, indicating 

whether the inputted image is a genuine or forged signature. 

 

 

4. RESULTS AND DISCUSSION  

Experiments were conducted using CNN Enhancement classification, following the methods 

explained in the preceding subsection. Before that, the input dataset will undergo pre-processing and 

augmentation. The following results are the experimental procedures conducted within the scope of this study. 

Table 2 shown the usage of the image signature dataset on each stage by 9:10 split ratio of the training and 

testing stage. 

 

 

Table 2. Dataset usage 
Stage Number of ID Genuine signature per ID Forged signature per ID Total data used 

Training 90 3 3 486 
Testing 11 3 3 66 

Validation 54 27 27 54 

 

 

A total of 101 IDs took part in this study. Every person provided three genuine signatures. Then, 

multiple others replicated the genuine signatures. The comparison of the training, testing, and validation 

datasets is displayed in Table 2. As a result, the test data consisted of 11 IDs while the training data consists of 

90 IDs. 
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4.1.  Image pre-processing and augmentation 

The variability in colour and lighting of the collected signature is seen in Figure 2 when using a mobile 

camera. Variations in pixel size require the implementation of pre-processing techniques. Table 3 shows the 

pre-processing parameters of the handwritten signature image, used as the input image for signature 

classification. 

 

 

Table 3. Image pre-processing parameter 
Parameter Value Information 

Resize 100×100 Adjust the image dimensions to a specified pixel compatible with the convolution layer 

Normalization 
std = 0.1; 

Modify the image channel 
mean = 0.5 

Gaussian blur True Reduction of noise present in the image 

Augmentation 
Rotation (-20, 20) Image rotation within a range of -20 degrees to 20 degrees 

Horizontal flip Reverse or flip the image horizontally, resulting in a reflection of the image 

 

 

The results of the pre-processing and augmentation procedures applied to the input image are 

illustrated in Figure 3. The signature pattern was successfully differentiated from the background in the 

provided image. Nevertheless, there are some unproper signature images pre-processing, resulting in complete 

black recognition. There needs to be more lighting during the capture of the signature image, as well as the 

requirement for additional pre-processing techniques can contribute to this issue. 

 

 

 
 

Figure 3. Image pre-processing and augmentation result 

 

 

The image pre-processing results shown in Figure 3 are some examples resulting from the resize, 

normalization, Gaussian blur, and augmentation processes. The different image sizes are generalized to a single 

size to fit the input layer. Next, the normalization process is used to modify the image channels. It speeds up 

convergence in gradient-based learning algorithms by ensuring that the coefficients are close together within a 

reasonable range. Gaussian blur is an image enhancement technique used to reduce noise in the image. The 

augmentation method used image rotation and inversion to multiply the appearance of images with different 

positions. So that, the network can learn more data variations. 

 

4.2.  Training stage and model performance 

The training stage was conducted on the CNN enhancement model in this experiment. It was 

determined by careful evaluation of the characteristics and volume of the input data. All models are exposed 

to the same learning parameters. The learning parameters used in this experiment are 0.0001 as the learning 

rate, 200 number of epoch, and Adam as the optimizer. The expected results of this experiment include high 

training and testing accuracy, without overfitting or underfitting, despite the network’s inability to recognize 

prior data. Thus, it can be concluded that the network has successfully learned to differ genuine with forged 

signatures. During the first phase of learning, the loss value and model accuracy evaluation is the indicator of 

the performance of the network.  

Figures 4(a) and (b) illustrate the accuracy and loss during the training and validation stages of the 

CNN Enhancement model, reaching up to 200 th epoch. An epoch refers to utilizing all the training data 

simultaneously, representing the cumulative count of iterations involving the entire training dataset within a 

single cycle for the machine learning model’s training process. The horizontal axis shows the number of 

epochs. The vertical axis in Figure 4(a) shows the accuracy value, while the vertical axis in Figure 4(b) is the 

loss value in the model learning and validation stage. 
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(a) (b) 

  

Figure 4. Model performance of CNN enhancement; (a) training and validation accuracy graphic and  

(b) training and validation loss graphic 

 

 

Table 4 displays the results of the CNN enhancement model training stage. It has a small model size 

and displays an effective average training time per epoch. It was brought on by the model’s comparatively low 

number of parameters and the application of the batch normalizing procedure. One important factor to take into 

consideration when integrating the model into mobile applications is its compact size. 

 

 

Table 4. Model training stage result 
Training 
accuracy  

Training 
loss 

Validation 
accuracy 

Validation 
loss 

Testing 
accuracy 

Average training time per 
epoch 

Saved model 
size 

95.47 % 0.135 % 87.04 % 0.310 % 86.36 % 22 milliseconds 2.07 Mega 

byte 

 

 

4.3.  Model performance evaluation 

Confusion matrix provides an illustration of the classification results. There are four parts to the 

Confusion matrix: TN, FN, TP, and FP. These elements are utilized in the computation of metrics for 

performance evaluation, including false acceptance rate (FAR), false rejection rate (FRR), and EER. Two axes 

comprise up the confusion matrix: the horizontal axis indicates the prediction, and the vertical axis indicates 

the actual. This study is divided into two groups: forged and genuine signatures. The result of the confusion 

matrix as shown in Figure 5. These values, as shown in (1) through (3), represent the formula for determining 

the model performance.  

 

 

 
 

Figure 5. Confusion matrix of CNN enhancement 

 

 

Figure 5 shows the confusion matrix with two class labels, forged and genuine. Point [0][0] is a true 

positive, point [0][1] is a false positive, point [1][0] is a false negative, and point [1][1] is a true negative.  
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The TP, FP, FN, and TN results are 31, 10, 2, and 23, respectively. Table 5 presents a classification report 

containing F1-score, precision, recall metrics for the model used in the experiment.  
 
 

Table 5. CNN enhancement model performance 
Class  Precision Recall F1-score Accuracy FAR FRR EER 

0 0.76 0.94 0.84 
0.82 0.061 0.303 0.182 

1 0.92 0.70 0.79 

 

 

False-positive recognitions divided by the total number of identification attempts is how false-positive 

recognition rate (FPRR) is calculated within 200 epochs. It is possible to define the FRR as the proportion of 

valid user identity cases that are wrongly denied. Meanwhile, the EER is derived by calculating the mean value 

of the FAR and the FRR for each model. According to the information presented in Table 5, CNN enhancement 

achieved an EER value of 0.182, which is in closer proximity to 0. The network or model performance is 

considered superior when the values of FAR, FRR, and EER are smaller and closer to zero. The value could 

be improved by using more complex architecture [14]. 

 

4.3.  Mobile application development 

The model implementation stage comprises two components: the output model, which involves saving 

the experimental model result and gain the suitable model for the mobile-based application development stage, 

including integrating and testing the model within the mobile application. The first aim of developing a mobile 

application in this study is to enhance user mobility and facilitate ease of use. Hence, it is imperative to develop 

an application that possesses attributes such as low memory usage, prompt responsiveness, high speed, and 

precise accuracy.  

This study examines the current constraints of mobile application development, specifically focusing 

on embedded mobile applications. Therefore, the size of the model file saved directly impacts the amount of 

space occupied by the program. The model compact size is a consideration factor when developing mobile 

applications while integrating the model. The decrease in the size of an embedded model directly correlates 

with the decreased computational burden imposed on the application. It enhances its usability and mitigates 

the application crashes. Therefore, in this study, we used CNN Enhancement as our first experiment of mobile 

application development for offline handwritten genuine signature verification, namely VeriSign. 

VeriSign application has been successfully installed on an Android mobile device. The present 

application uses a total of 88.01 Mega Bytes of internal memory. The memory usage of applications could 

have a positive correlation with usage and the accumulation of application cache. Figures 6(a) and (b) depict 

screenshots of the VeriSign mobile application in functioning. 
 

 

  
(a) (b) 

  

Figure 6. Running application screenshots; (a) home page and (b) verification page result 
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Figure 6(a) shows the home page, precisely after the three-second splash screen of the application. 

This page explains the description and the use of signature. There is a “start verification” button to start the 

signature verification function. The page displaying the verification results is denoted as Figure 6(b). After 

clicking the verify button, the model will initiate the process of classifying and verifying the uploaded signature 

image. The results acquired manifest as a signature class derived from the classification performed by the 

model. This class might be denoted as “genuine” if the model determines the signature to be genuine or 

“forged” if the model classifies it as a forged signature. Hence, it is important to implement numerous 

enhancements to the system and application program code. 

 

 

5. CONCLUSION  

The conclusions drawn in this study were derived from the analysis and experimentation conducted. 

The influence of the pre-processing strategy on the learning stages and model performance of handwritten 

signature image datasets is a crucial factor to consider. CNN enhancement model demonstrated performance 

of 86.36% testing accuracy with 0.061 FAR, 0.303 FRR, and 0.182 EER. The model with the small output 

model size is deemed more suitable for integration into mobile-based image classification applications. Current 

mobile application needs to be more capable of accurately identifying genuine signature images and require 

substantial enhancements. The present study reveals a few gaps that require additional research, particularly in 

the dataset acquisition, suitable pre-processing techniques, and deep learning architectures employed. It is 

possible to construct an optimization method for a CNN transfer learning model by using quantization and 

other approaches aimed at diminishing the storage requirements of the model. In the mobile application 

development, it is essential to have an in-depth knowledge of the tools employed to integrating CNN model 

used for classification purposes within the mobile platform. The choice of tools, libraries, and methods may 

affect the application effectiveness of identification. 
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