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 The logistics industry in Indonesia, with PT Pos Indonesia as the dominant 

player, is confronted with intense price competition. The challenge lies in 

establishing the most favorable price for regional logistics services in every 

region, with the aim of gaining a competitive edge and augmenting revenue. 

This intricate task encompasses local market conditions, competition, 

customer preferences, operational costs, and economic factors. To address this 

complexity, this study proposes the utilization of machine learning for price 

prediction. The price prediction model devised incorporates the extreme 

gradient boosting regression (XGBR), support vector machine (SVM), 

random forest, and logistics regression algorithms. This research contributes 

to the field by employing mean decrease in impurity (MDI) and permutation 

importance (PI) to elucidate how machine learning models facilitate optimal 

price predictions. The findings of this study can assist company management 

in enhancing their comprehension of how to make informed pricing decisions. 

The test results demonstrate values of 0.001, 0.005, 0.458, 0.009, and 0.9998. 

By employing machine learning techniques and explanatory models, PT Pos 

Indonesia can more accurately determine optimal prices in each region, 

bolster profits, and effectively compete in the expanding regional market. 
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1. INTRODUCTION  

The influence of digital technology developments is a challenge for the largest logistics company in 

Indonesia, namely PT Pos Indonesia, the challenges faced by PT Pos Indonesia can compete globally to provide 

the best service, one of which is determining the regional best pricing, referring to determining the best price 

for products or services in various regions or different geographical areas [1]. The main objective of 

determining the regional best pricing is to optimize the company’s revenue and profits by considering relevant 

factors such as local market conditions, competition, customer demand, operational costs, and other relevant 

factors [2]. 

Digital technology has changed how customers interact with brands and products, influencing their 

preferences and purchasing decisions. Therefore, understanding local consumer behavior is key to determining 

https://creativecommons.org/licenses/by-sa/4.0/
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optimal prices in various regions. Many recent research have discussed similar problems. Rickert et al. [3] 

mentioned that determining regional best pricing involves analyzing the data and information available for 

each region, including sales data, competitor prices, customer demographics, purchasing power levels, local 

preferences, and other economic factors. Phillips [4] said that determining regional best pricing often involves 

a combination of global price standards applied by the company and price adjustments specific to each region. 

Palmatier and Sridhar [5] used factors such as cost differences, level of competition, customer preferences, and 

local policies, which influenced price adjustments made in each region. However, Zhang [6] stated that this 

isn’t easy to do based on the complex and fluctuating data characteristics, so computing is needed so that every 

need in determining the optimal best price is based on relevant factors. 

Based on previous research, Chen et al. [7] used extreme gradient boosting (XGBoost), a machine 

learning approach to create optimal price prediction modeling in each region based on relevant factors. 

According to Zheng et al. [8], machine learning can help identify important pricing factors and provide 

appropriate price recommendations for each region using a regression approach. The features used in the 

research of Akyildirim et al. [9] include demographic variables, competitor prices, geographic data, customer 

preferences, and other factors related to pricing. Ullah et al. [10] used the mean squared error (MSE), root 

mean squared error (RMSE), and mean absolute percentage error (MAPE) metrics to measure the performance 

of their prediction model. Next, Jain et al. [11] used the best machine learning models to make optimal price 

predictions for each region based on relevant factors. Machine learning can solve complex problems such as local 

consumer behavior analysis. However, the problem is that the results are difficult for humans to interpret [10]. 

Fumagalli et al. [12] showed that permutation importance (PI) is another useful method for explainable artificial 

intelligence (XAI). 

The best pricing of PT Pos Indonesia’s logistics services in different regions could be more optimal, 

so it loses sales competition with other logistics providers. The non-optimal price is because PT Pos Indonesia 

has not used the best price prediction method in determining the regional best prices, which includes relevant 

factors such as the variable total price of competitors, the number of customers, the freight price, the number 

of competitors and the product score given by the customer. As a result, the price of logistics services set from 

period to period becomes uncompetitive and loses competition with the prices of other logistics service 

providers. Therefore, the problem in this study is how to create the best logistics service price prediction model 

by including relevant factors that can be used for each region of PT Pos Indonesia to compete with other 

logistics service providers. Inspired by the gap that has been explained, our research aims to create the best 

regional price prediction for logistics services by including relevant factors with a high level of explanation so 

that PT Pos Indonesia can be competitive with other logistics providers. 

We suggest using mean decrease in impurity (MDI) and PI to provide the expected level of 

explanation based on relevant factors. We used XGBoost regression (XGBR) to predict the price of logistics 

services and compared it with eight other regression models. The model performance is then evaluated using 

R-squared, MSE, RMSE, or MAPE. Furthermore, the best machine learning model is used to make optimal 

price predictions for each region based on relevant factors. This research uses local consumer behavior data 

analysis and machine learning approaches to help companies such as PT Pos Indonesia understand consumer 

preferences and behavior in different regions. Finally, we use MDI and PI methods to improve the interpretation 

of PT Pos Indonesia’s local consumer behavior analysis. To the best of our knowledge, no research uses 

machine learning to analyze local consumer behavior for optimal regional pricing, especially for logistics 

service providers. The contributions of this research are, therefore, as follows: 

a. To create an optimal price prediction model for logistics services using XGBR that can be applied in 

different regions so that the company can be competitive with its competitors in terms of price. 

b. Produce a logistics services price forecasting model that can be explained by MDI and PI, illustrating the 

sensitivity of the model to various relevant factors. 

The remainder of this paper is presented in several parts. Section 2 contains a review of previous 

research that supports our findings and the research design and method. The results of our research are 

presented in section 3. Finally, section 4 summarises and highlights the main points of our contribution. 

 

 

2. METHOD 

This research aims to determine the optimal regional price using a machine learning model. Machine 

learning involves creating and adapting models for data analysis, which allows programs to learn through 

experience. Jain et al. [11] performed price prediction using regression models and support vector machine 

(SVM), with a high degree of accuracy. In addition, machine learning approaches are also effective for price 

comparison. Derdouri and Murayama [13] conducted a comparative study of price estimation using the machine 

learning random forest model, achieving 79% accuracy, with RMSE 0.1537 and MAE 0.1139. Gu et al. [14] 

achieved 99.1% accuracy with the random forest regression (RFR) model, while Mohd et al. [15] achieved 92.4% 
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for SVM. In addition to machine learning methods, price prediction can also be done using statistical 

approaches. Lu et al. [16] use a stepwise regression statistical model for price prediction. 

We propose a research method consisting of several steps, as shown in Figure 1. First, we collect the 

best pricing data. The next step is the data pre-processing stage to identify missing values and transformation. 

After data pre-processing is complete, regression modeling will be carried out to determine the best pricing 

based on the data and each specific factor throughout the region. Then, the results of the modeling are evaluated 

for performance. The final step is to report the research results. 
 
 

 
 

Figure 1. Proposed method 

 

 

2.1.  The retail price dataset 

Data collection is collecting information or data from various sources for analysis, research, decision-

making, or other purposes [17]. This process is essential in scientific research, providing the foundation for 

testing hypotheses and drawing conclusions. In business analysis, data collection helps organizations 

understand market trends and customer behaviour. Similarly, it is crucial in product development, project 

management, and numerous other fields where informed, evidence-based decisions are necessary. 

 

2.2.  Data understanding 

Furthermore, data understanding is one of the important stages in the data analysis process. This 

involves exploration and initial understanding of the data used in the analysis. The goal of this stage is to gain 

a better understanding of the data, including its characteristics, structure, and context. 

 

2.3.  Pre-processing 

The data pre-processing stage is one of the most important stages in data analysis. This is the process 

of preparing data before the data can be used for analysis or modeling. The goal is to clean, tidy, and organize 

data so that the data becomes more useful and ready to be used in statistical analysis or modeling [18]. Using 

the average to fill in missing values by replacing the missing values with the average of all data in the dataset 

column used. The formula is as (1): 
 

𝜇𝑉 =  
∑ 𝑉𝑛𝑛∈𝑁

𝑁
 (1) 
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where 𝜇𝑉 is the final result of the data sought, namely the average value of a data group. Then ∑ 𝑉𝑛𝑛∈𝑁  is the 

total of all values in the data group. Add all the numbers together to get this value. Finally, 𝑁 is the total number 

of values in the data group, measuring how much data one has. 

 

2.4.  The prediction model 

At the modeling stage, we carry out retail price prediction using XGBR. We benchmark it with various 

regression models such as linear regression (LR), ridge regression (RR), Lasso, RFR, gradient boosting 

regression (GBR), AdaBoost regression (ABR), K-nearest neighbor regression (KNR), and super vector 

regression (SVR). Regression is a statistical technique to analyze the relationship between two or more 

variables. LR is a technique in statistics and machine learning that is used to model linear relationships between 

one or more independent variables (predictors) and dependent variables (targets) [19]. RR is a linear regression 

technique used in statistics and regression analysis. This is a method used to overcome multicollinearity 

problems in regression analysis [20], where the independent variables in the regression model have a high 

correlation with each other. This ridge penalty term can also be used for feature selection in some other 

research. Lasso regression is a linear regression method used to overcome multicollinearity problems (when 

two or more independent variables are highly correlated) and influence feature selection in the model [21]. 

RFR is a method in machine learning that is used to carry out regression or predictions [22]. GBR is an 

ensemble algorithm in machine learning used for regression modeling [23]. ABR is an ensemble algorithm in 

machine learning used for regression modeling [24]. KNR is a regression algorithm used to predict the value 

of a dependent variable based on the independent variable values of K nearest neighbors in the [25] training 

dataset. This is a simple but effective method in case of regression. SVR is a regression algorithm that uses the 

concept of SVM to make predictions on regression data [26]. XGBR is a type of ensemble learning, namely a 

machine learning method that uses several models simultaneously to improve [27] performance. XGBR 

specifically is a boosting type learning ensemble, namely ensemble learning that lines up weak learners serially, 

where each weak learner reduces the error from the previous weak learner by optimizing the loss function with 

the Newton-Raphson method [28]. 

 

2.5.  Feature engineering 

Feature engineering is a process in which a data scientist or data engineer creates new features 

(variables) or changes existing features in a dataset to improve the quality of a machine learning model [29]. 

The main goal of feature engineering is to create more informative datasets, reduce noise, and enable models 

to understand patterns in the data better. Feature engineering is very important in machine learning because 

good features can have a big impact on model quality. 

 

2.6.  Evaluation metric 

The approach used in the final step of this research is based on general statistical assessments, namely 

MSE, RMSE, and MAPE [30]. The MSE, RMSE, MAE, MAPE, and R-squared assessments measure the 

model’s effectiveness in predicting best pricing. MSE, RMSE, MAE, and MAPE assess model performance, 

while R-squared assesses the model’s predictive ability. 

 

2.7.  The explainability model 

The goal of model explainability is to explain how a machine-learning model makes decisions so that 

the model being used can be understood and trusted [31]. In this research, two methods are MDI and PI, to 

achieve this goal. MDI is a measure commonly used in decision tree-based models, such as random forests. It 

assesses the importance of a feature by evaluating how much the feature contributes to reducing the impurity 

or uncertainty in the model’s predictions. In other words, MDI helps identify which features are most influential 

in making accurate predictions. At each node in a decision tree, we measure the Gini impurity, which is a 

metric indicating how mixed the target classes are within that node. The formula for Gini impurity at a node 𝑡 

with 𝐾 classes is: 

 

𝐺𝑖𝑛𝑖(𝑡) = 1 − ∑ (p(i\t))2𝐾

𝑖=1
 (2) 

 

where 𝑝(𝑖\𝑡) represents the proportion of samples from class 𝑖 within node 𝑡. For a specific feature, MDI is 

computed by averaging the reduction in Gini impurity across all nodes that use that feature to make decisions. 

For instance, if feature 𝑋 is used in 𝑛 nodes and 𝐺𝑖𝑛𝑖(𝑡) is the Gini impurity at node 𝑡, then the MDI for feature 

𝑋 is expressed as (3): 

 

𝑀𝐷𝐼(𝑋) =
1

𝑛
 ∑ 𝐺𝑖𝑛𝑖(𝑡)𝑡  (3) 
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A higher MDI indicates that the feature is more crucial in making predictions within the random forest 

model. PI is a method used to measure how important each feature is in a machine-learning model [32]. It 

observes a feature by randomly permuting the feature’s values. If the model performance fluctuates, the model 

is sensitive towards that feature and insensitive if otherwise [33]. The main goal is to provide an understanding 

of the relative contribution of each feature to the model’s ability to make predictions. Let the score baseline be 

the model performance score on the original data (without permutation), and the score permuted be the model 

performance score after permuting a particular feature. If 𝑁 is the number of permutations conducted, then the 

PI for a feature 𝑋 can be computed using the formula: 
 

𝑃𝐼(𝑋) =
1

𝑁
 ∑ (𝑠𝑐𝑜𝑟𝑒𝑝𝑒𝑟𝑚𝑢𝑡𝑒𝑑

(𝑖)𝑁
𝑖=1 − 𝑠𝑐𝑜𝑟𝑒𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒)  (4) 

 

where 𝑖 is the permutation index. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Result 

In the first test, we analyzed the retail price periodically. Here, the total price is aggregated monthly 

by summing every value. We plot a regression line between total price and aggregate customers (also summed 

up monthly) from the dataset. This can model the relationship between these two variables. Figure 2 shows 

the linear relationship between total price and customers. We can interpret the linear relationship objectively 

with the R-squared value, which is 0.98. That number is considered very high because it approximates the best 

value of R-squared, 1.0. The p-value of the regression line is 0.01, meaning the null hypothesis is rejected. In 

regression analysis, rejecting the null hypothesis means there is a significance in the slope of the regression 

line and that the two variables are strongly related. In normative terms, the increase in total price is related to 

the increase of customers that visit the store. 
 
 

 
 

Figure 2. Linear regression and customer per-month analysis; total price vs customers 
 

 

In the second test, we plot a regression line between the total price and the number of weekends 

per month from the dataset to observe the relationship between these two variables. Figure 3 shows the linear 

relationship between total price and customers. The R-squared value of the regression line is 0.86. That number 

is considered high, however, it is not as high as the previous result. On the other hand, the p-value of the 

regression line is 0.01, meaning the null hypothesis is also rejected, which leads to the conclusion that the null 

hypothesis is rejected. There is still a significance in the slope of the regression line, while the two variables 

are strongly related. In normative terms, the increase in total price is correlated to the increase in the number 

of weekends per month of retail. 

Analysis of the customer per-month bar chart can be useful for several things, including trend analysis, 

churn, market effectiveness, customer planning, and prediction. Figure 4 shows that the most customers were 

in November 2017, and the fewest were in January 2017. After conducting data exploration, we carry out the 

data pre-processing stage. At this stage, we group data between average and total. The data grouped to calculate 

the average is ‘product id,’ ‘month year,’ ‘comp1 diff,’ ‘comp2 diff,’ ‘comp3 diff,’ ‘fp1 diff,’ ‘fp2 diff,’ ‘fp3 diff,’ 

‘product score,’ and ‘unit price.’ Meanwhile, the data that is grouped to calculate the total amount is ‘product id,’ 

‘month year,’ ‘total price,’ ‘freight price,’ and ‘customers’. 

After the data has been grouped into average and total, the next step is to calculate the average and 

total of the two data groups. The results of these calculations are stored in two variables, namely, product mean 

and product sum. Next, after getting the average and total results, the two are combined into one data frame, 
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which contains information about the average and total based on ‘product id’. The final stage in the feature 

engineering process is calculating the logarithm of the variable to be predicted, namely ‘unit price,’ and the 

results will be stored in the variable y log, which contains the logarithm values from ‘unit price’. The next step 

is modelling. At this stage, eight regression models are compared to get the best prediction value. The Table 1 

displays the evaluation value of each regression model. The XGBR model has the best results compared to 

other regression models, with an MSE value of 0.0001, MAE of 0.005, MAPE of 0.458, RMSE of 0.009, and 

R-square of 0.9998. 
 
 

 
 

Figure 3. Linear regression and customer per-month analysis; Weakly analysis of total 
 

 

 
 

Figure 4. Linear regression and customer per-month analysis; customer per-month 
 

 

Table 1. Regression model performance comparison 
Model Evaluation metrics 

MSE MAE MAPE RMSE R2 

LR 0.1121 0.258 28.193 0.335 0.7243 

RR 0.1127 0.263 28.082 0.336 0.7229 
Lasso 0.1525 0.333 35.971 0.390 0.6250 

RFR 0.0149 0.101 10.212 0.122 0.9633 

GBR 0.0016 0.031 3.117 0.040 0.9961 
ABR 0.0148 0.097 9.728 0.122 0.9645 

XGBR 0.0001 0.005 0.458 0.009 0.9998 

KNR 0.1008 0.253 25.286 0.318 0.7520 
SVR 0.1503 0.294 34.944 0.388 0.6302 

 

 

The explainability model stage is to explain and describe why the XGBR model produces certain 

decisions and results. The MDI graph in Figure 5 shows the relationship between feature values and their 

impact on predicted values. MDI values on the y-axis (vertical) play a crucial role in understanding the 

significance of features in the prediction-making process. The elevation of MDI values indicates the level of 

importance each feature holds in influencing predictions. Visualized as bars on the graph, each feature’s bar 

height signifies the magnitude of its impact. The emphasis should be placed on bars with the highest MDI 

values, as these features are deemed the most pivotal in shaping the model’s predictions. Features characterized 

by elevated MDI values play a substantial role in minimizing impurity during the construction of decision trees. 

Furthermore, a positive MDI value signifies a positive correlation between the feature and the prediction 

outcome. In simpler terms, higher values of the feature generally support higher predictions. This analysis aids 

in comprehending the pivotal features that contribute significantly to the accuracy of the model’s predictions. 
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Figure 5. MDI summary plot 
 

 

The PI value serves as a valuable metric for understanding the impact of features on a model’s 

performance when their values are randomly permuted. In Figure 6 and Table 2, we present the PI results, 

wherein feature names are arranged based on their weight magnitudes. Subsequently, we compute the 

maximum and minimum error values derived from the PI analysis. It is noteworthy that the features of the 

highest PI weight correspond with the MDI, specifically the ‘total price’. This consistent alignment indicates 

that ‘total price’ significantly influences both MDI and PI, underscoring its importance in predicting outcomes.  
 

 

 
 

Figure 6. PI summary plot 
 
 

However, disparities arise when comparing the lowest weight in PI with the MDI score. While PI 

identifies ‘fp1 diff’ as the feature with the lowest weight, MDI designates ‘freight price’ as having the lowest 

MDI value. This discrepancy highlights the nuanced nature of PI, which is inherently model-specific. In In this 

particular instance, the model under examination is XGBoost (XGBR), revealing that PI results can be 

influenced by the intricacies of the underlying model. A comprehensive understanding of these differences 

enhances our insight into how features contribute to model performance, taking into account both MDI and PI 

perspectives. 
 
 

Table 2. The PI result 
Weight Feature 

0.9896±0.2898 ‘total’ 

0.1006±0.0450 ‘comp2’ 
0.0966±0.0172 ‘comp1’ 

0.0845±0.0341 ‘customers’ 

0.0302±0.0231 ‘comp3’ 
0.0123±0.0025 ‘product’ 

0.0119±0.0057 ‘fp2’ 

0.0084±0.0013 ‘fp3’ 
0.0048±0.0022 ‘freight’ 
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3.2.  Discussion 

Several studies have carried out price predictions with various regression models. Shahrel et al. [34] 

proved that SVR is better than linear regression in price prediction. Durganjali and Pujitha [35] proposed ABR 

for house price prediction. Finally, Bonamutial and Prasetyo [36] demonstrated that RFR is better than KNR 

in smartphone price prediction. Our research shows that XGBR has better overall performance than LR, RR, 

Lasso, RFR, ABR, KNR, and SVR in predicting retail prices. Our research contribution is an optimum retail 

price prediction using XGBR. 

In our research, we highlight the different interpretations offered by MDI and PI techniques in 

analyzing features. These interpretations, when combined, contribute to a more comprehensive XAI. While 

both methods score features based on their contribution to predictive power, MDI goes a step further by 

providing insight into the positive/negative impact of each feature. In contrast, PI offers error values that indicate 

the sensitivity of features and their influence on overfitting. Our dual contribution is to improve the explanation 

of retail price prediction models through PI techniques and to leverage MDI and PI to analyze influential features, 

especially ‘total price’. Our analysis underscores the important role of ‘total price,’ ‘comp1 diff,’ and ‘customer’ 

in model development, with ‘total price’ being the most influential. The choice between MDI and PI depends 

on the research needs. Overall, the findings emphasize the importance of ‘total price’ in forming an optimized 

pricing model. Our research contributions are summarised in Table 3 by comparing them with state-of-the-art 

research in retail price prediction. 

 

 

Table 3. A comparison of state-of-the-art research on the retail price prediction 

Reference Prediction model R-squared 
Explainability method 

MDI PI 

Shahrel et al. [34] SVR 0.6302   

Durganjali and Pujitha [35] ABR 0.9645   

Bonamutial and Prasetyo [36] RFR 0.9633   

Proposed method XGBR 0.9998 ✓ ✓ 

 

 

4. CONCLUSION 

In this study, a regional best price prediction model for logistics services was successfully constructed 

using the XGBR and its accompanying explanation model. The aim was to enhance the interpretability of the 

price prediction. To compare the effects of various factors on the model’s analysis, XGBR was tested against 

LR, RR, Lasso, RFR, GBR, ABR, KNR, and SVR. Additionally, two XAI methods, namely MDI and PI, were 

employed. The results of the tests revealed that XGBR surpassed the benchmark method. This was corroborated 

by the MSE, MAE, MAPE, RMSE, and R-squared values, which were found to be 0.0001, 0.005, 0.458, 0.009, 

and 0.9998, respectively. Furthermore, based on the MDI and PI explanatory models, it was determined that 

total price was the most influential factor in predicting the optimal regional best price for logistics services. 

This study demonstrates the superiority of XGBR over eight other regression models, establishing it 

as the most effective approach. Moreover, it holds practical implications for the logistics industry, enabling 

companies to determine the optimal regional best pricing prediction for logistics services. This knowledge 

gives them a competitive advantage over their rivals, leading to increased sales and profits. 

This study proposes two potential directions for further academic inquiry aimed at enhancing the 

precision of regional best pricing prediction as a strategy for gaining a competitive advantage in the logistics 

industry. Firstly, we advocate for the utilization of datasets sourced directly from the company in order to 

enhance the accuracy and applicability of the model to the company’s specific circumstances. In terms of model 

development, we suggest integrating constraint functions to accommodate intricate decision-making strategies 

in order to determine the optimal regional best pricing prediction for logistics services. This objective can be 

accomplished by implementing evolutionary algorithms, which enable the model to adapt to fluctuations in 

market dynamics. 
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