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Abstract 
This paper focused on data analysis, with aim of determining the actual variables that affect the 

load consumption in short term electric load forecasting. Correlation analysis was used to determine how 
the load consumption is related to the forecasting variables (model inputs), and hypothesis test was used 
to justify the correlation coefficient of each variable. Three different models based on data selection criteria 
where tested using Adaptive Neuro-Fuzzy Inference System (ANFIS). Subtractive Clustering (SC) and 
Fuzzy c-means (FCM) rules generation algorithms ware compared in all the three models. It was observed 
that forecasting using Hypothesis test data with SC algorithm gave better accuracy compared to the other 
two approaches. But FCM algorithm is faster in all the three approaches. In conclusion, hypothesis test on 
the correlation coefficient of the data is a commendable practice for data selection and analysis in short-
term load forecasting.  
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1. Introduction 

Factors influencing energy consumption plays a vital role in its determination. They are 
the key parameters used to forecast electricity load consumption. Depending on the forecasting 
horizon, these parameters vary from weather variables, economic variables, customer class and 
demographic or population factors. Some research works restrict on two or more variables, and 
others used only historical load data. For example, variation in the load consumption 
corresponds to time of the day, week, month or temperature of forecasting area and behaviour 
of customers towards electricity usage [1].  

The first stage in obtaining accurate load forecasting is proper data processing. This 
gives the reason why power system organization are gathering the relevant data because of its 
significant influence in their business activities [2]. Such information received from data 
processing and analysis give a clue on which method to be used or how to use it. It is also easy 
to determine when the consumption is low or high in the load profile, or the relationship between 
the consumption and these variables. Even though, it is difficult to determine the exact relation 
between the load consumption and forecasting variables. Because, different variables affect the 
load in different way. The degree of the effect may be high or low, or even negative [3]. As 
suggested in [4], the factors being reduced, there by making the model simple and easy to use, 
and subsequently give room for determining the actual parameters that influence the load 
consumption.  

A lot of methods are used to determine how the data or variable influence the load [5-8]. 
However, there are problems associated with the variables selection. Firstly, there is no clear 
justifiable reason in selecting such variables. Secondly, the common practice is by applying the 
historical load data over a specified period of time, as an input to their forecasting models. 
Obviously, forecasting with this data will give an encouraging accuracy. This is because the load 
pattern is the same for similar time frames in most cases. From Figure 1, it can be observed that 
the daily load pattern is the same throughout the week. This means that using any of the day to 
forecast another will give accurate results. This paper investigates the relationship between the 
load consumption and the forecasting variables, with aim to find out the exact variables. 
Correlation analysis and hypothesis test will be employed to determine such relation. Also, 
because the study area is surrounded by water, which determines it is weather, it is difficult to 
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define exact variables that will affect the load consumption. Correlation analysis and hypothesis 
test are used to determine exact variables that influence the load consumption. 

This paper addresses the issue of reducing the number variables through correlation 
analysis and hypothesis test. It also applied SC and FCM to minimize the number of rules and 
slowness of the model due to high value of predictors. 
 
 
2. Model Development 

In this work, ANFIS will be used to map the forecasting variables (model inputs) to 
corresponding load consumption (model output). It is aimed at generating a model that will not 
only be familiar with the training set, but also be able to map the test inputs to the test outputs. 
To achieve this it is necessary to determine the variables that influence the load consumption, 
and model functions that will give a good and accurate mapping between these variables. In this 
work test of hypothesis on correlated data is used to select the input variables. Correlation 
analysis and test of hypothesis are discussed in the section below. 

 
2.1. Correlation Analysis and Hypothesis Test  

Correlation is the measure of interrelation between the changes in two variables. It 
estimates how changes in one variable affect another. It describes the relation between two 
pairs of data. Correlation coefficient (R) ranges from -1 to +1. Any value within this range 
determines the relationship between the variables [9]. High value (close to +1 or -1) indicates 
strong relationship and value close to zero indicates low correlation. Zero correlation coefficient 
shows that there is no any relation between the two pair of the data. In other words knowing x 
cannot assist in determining y. Correlation coefficient R, between two set of data can be 
calculated using the following formula: 

 

 cov ,
xy

x y

x y
R

 
         (1) 

 

Where  cov ,x y  is the population covariance, x and y  are the population individual 

standard deviation. If the input vector is X [Xr1 Xr2 Xr3 ………Xrc], the corresponding output 
vector is Yr. Where r donates rows and c donates columns. The output has only one column 
with a number of rows. Correlation analysis is carried out using equation (1) between any 
element of Xrc (x) and corresponding element of Yr (y). Thus results in c-number of correlation 
coefficients.  

Hypothesis test is a method used at the data analysis stage of comparative analysis 
between a set of experimental data. The purpose is to determine the significance of an empirical 
analysis using p-value. This is the smallest level of significance that will lead to acceptance or 
rejection of the null hypothesis. It is the area shaded around the two tail ends of normal 
distribution curve. The first step is by setting a null hypothesis and alternative hypothesis on the 
observation, followed by pre-setting an α-value. Then compute the p-values and deduce 
conclusion. From [9], p-value is computed using the relation: 

 
	 	

	
      (2) 

 
Where Zi is the Z-value corresponding to one side of the hypothesis and Zj is the Z-value 
corresponds to the other side. 

For two-sided hypothesis (Zi and Zj). 
 

 1        (3) 
 
When this value is equals to or smaller than the α-value the observation is significant, and there 
fore accepted against the null hypothesis.  
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2.2. Adaptive Neuro Fuzzy Inference System (ANFIS) 
ANFIS (developed by J. S. Roger in 1993) combines the advantages of fuzzy systems 

and neural-networks [10]. Is a network-based structure (figure 2) that uses the Sugeno-type 
‘IF…..THEN’ rules and Neural Network (NN). It uses hybrid learning in which the consequent 
parameters are determined by Least Square Algorithm (LSA) in the forward pass. In the 
backward pass error measures are disseminated backward through every node, and the 
premise parameters (parameters associated with the membership function) are updated using 
Gradient Decent Algorithm (GDA). Figure 2 shows a typical ANFIS structure with only two inputs 
(x and y) and one output (z). The structure consists of five layers with several nodes (depending 
on the number of input variables and linguistic variables). For a data point xi, ANFIS computes a 
corresponding output yi. 

For a first order Sugeno-type fuzzy system with only two inputs, the rules are: 

1. If x is A1 and y is B1, then 1 1 1 1f p x q y r     

2. If x is A2 and y is B2, then 2 2 2 2f p x q y r     

Where ip , iq  and ir  are the consequent parameters. 
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Figure 1. Hourly load pattern for seven days 
(5th to 11th May, 2014) 

Figure 2. Typical ANFIS structure 

 
 

If j
io is the output of node i in layer j, the function of each node can be explained from node to 

node on layer basis: 
Layer 1: Each node in this layer is an adaptive node, whose output is determined by the 

membership function (MF) in that node. The MF fuzzify the input variable xi in that node. For 
node A1 the output is given by: 
 

 1

iAi iµo x          (4) 

 

Where x is an input to node ‘i’ and Ai is linguistic level associated with this node 
iAµ is the 

membership function (MF) of A. generally, j
io is the membership grad of a fuzzy set A which can 

be any MF such as the guassian MF of Equation (5): 
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Here i
c  and i

  are the premise parameters of this membership function. 
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Layer 2: Every node of this layer is a fixed node. Its output is the firing strength of all the 
signals entering the node from the previous layer.  Thus: 
 

2 ........
i i i ii A B Co w µ µ µ             (6) 

 
Layer 3: This is normalization layer. The output of each node here is the ratio of the 

node’s fairing strength to the sum of all the firing strengths of the other nodes, thus: 
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w
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       (7) 

 
Layer 4: Output of each node in this layer is: 

 
4 ( )i ii i i i io w f w p x q y r            (8) 

 
Layer 5: In this layer, the only output node will sum up all the output signals of layer 4, 

thus: 
 

5
ii i

i

o w f           (9) 

 
This gives the overall output, z.  
 

2.3. Fuzzy Rules Generation 
A Sugeno-type, “IF…THEN” Fuzzy rules is a parameter identification problem which 

require membership function tuning. Among the methods presented to determine the fuzzy rules 
we will focus on FCM and subtracting clustering. Fuzzy clustering is used to classify data in to 
different groups based on number of clusters. A data sample can be in a number of cluster 
groups which are identified by their degree of membership [11]. This will reduce the 
computational burden on the system.  
 
2.3.1. SC Method 

This is a method developed by Chiu to identify fuzzy models [12]. This method is 
introduced to identify, naturally, a group of data that will represent the general behaviour of the 
system. It is aimed at reducing the computational burden in large data systems. Depending on 
the nature of the problem, the algorithm involves computing density measure of every data 
point. Thus, for every data point xi, the density measure is given by: 

 
2
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        (10) 

 
Where ra is the radius that determines the neighbourhood around the data centre, and n is the 

number of data points. According to [12]  0.15 0.3ar  , therefore 0.2 is choosen in this work.   

For all the three cases initial cluster is selected based on the data point with the highest 
density. Now if xc1 is that cluster centre with the density measure Dc1, then the next density 
measure for another data point xi can be deduced from the relation. 
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We make rb greater than ra to disperse the clusters. Typically rb = 1.5ra [12]. Same procedure is 
followed to determine other cluster centres until a sufficient number is reached.  

 
2.3.2. Fuzzy C-Means Clustering (FCM) 

Like the SC, FCM [13] is used to reduce the model complexity through reduction in the 
number of membership functions. FCM uses fuzzy partitioning in which a particular data point 
belongs to a number of clusters with different degree of membership. The algorithm is based on 
optimization of basic c-means objective function of equation (12): 
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        (12) 

 
Subject to: 
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n is the number of data vectors and c is the number of clusters, 1m  is used to adjust the 

weights associated with membership function.U is the fuzzy partition matrix which contains the 
membership of each feature vector for each cluster. The cluster matrix is given by: 
  

 1 2 3, , ,......., ,cC c c c c
        (13) 

 

Where ic is a cluster centre of the fuzzy group and can be computed using: 
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 can be obtain using the following equation: 
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 FCM is an iterative algorithm which involves few to compute the cluster centres and 
member ship functions.  
Step 1:  We initialized the membership matrix randomly within the interval [0,1] 
Step 2:  Equation (14) is used to compute the cluster centres. 
Step 3: Equation (12) is used in computing the cost function and final value was obtained after 

there is no significant change in the iteration.  
Step 4: Using the cluster centres new ji is computed. 

Step 5:  Repeat steps 2 to 4. 
Both the algorithms determined the cluster centres and subsequently the membership 

matrix. This reduced the number of membership functions and therefore speeds the algorithm 
with the required accuracy. 

 
 

3. Short-Term Load Forecasting Implementation 
Three different data sets from Nova Scotia region are used in the forecasting. It is the 

smallest province in Canada, not more than 67 km from the ocean. Therefore the weather is 
being controlled by the ocean. This is make it difficult to define exact variables that will affect the 



                     ISSN: 1693-6930 

TELKOMNIKA  Vol. 14, No. 3, September 2016 :  791 – 799 

796

load consumption. Out of the four season, data collected in the spring is considered for this 
work. Spring starts from middle of March to the Middle of June. Data of three days (Tuesday, 
Wednesday and Thursday) in each week, from 18th of March to 10th of June 2014 is used. First 
nine weeks for training and last four weeks for testing. Meaning that two months data for training 
and first week of next month for testing. The data is classified base on the correlation analysis 
and hypothesis test. The first class of data comprised all the available data collected from the 
utility company and the weather station. This covers load consumption, temperature, dew point, 
relative humidity, wind speed and wind direction. Second class comprised of data extracted 
from the first class. It is built based on the correlation analysis. Correlation coefficient is 
computed for every variable, any one with value less than 0.5 are rejected from the list. The last 
set is that of the data based on the test of hypothesis results on the correlation coefficient. Fixed 
significance value test is used in testing the significance of the correlation on the data. All data 
with p-value less than the α-value are also rejected. The data used is presented in table 1. 
Because the the load consumption is similar throughout the week days, Tuesday, Wednesday 
and Thursday data is considered the forecasting. 

    
3.1. Correlation Coefficient and Test of Hypothesis 

Generally, determining the actual variables using correlation analysis and hypothesis 
test to validate the correlation is a good practice. In this study, we used correlation analysis to 
determine the relationship between the load consumption and the load forecasting variables. 
Hypothesis test is used to justify the correlation coefficients of every variable against the load.  
Following computing the correlation coefficient R , between the load consumption and the 
forecasting variable, we then define the null hypothesis 

0H and the alternative hypothesis
1H . 

Now let: 
H0 = the correlation between the load consumption and the forecasting variable is by 
random chance 
H1 = the correlation between the load consumption and the forecasting variable is not 
by random chance. 
For this purpose, Z-test will is used to determine the P-value of each forecasting 

variable using equation (2). Now we set the α-value to a fixed significance value of 0.0005. If the 
computed P-value is greater than this value the null hypothesis will be rejected. And 
subsequently reject the variable in the forecasting. Table 1 shows the computed R and P-
values and the deduced conclusion based on the P-value. 

From the tested variables some are rejected based on the correlation coefficient, 
because their correlation coefficient is less than ±4.000. For the hypothesis test, some variables 
are also rejected because their P-values are more than the fixed significance value (α-value). 
Therefore their correlation is by random chance.  

 
 

Table 1. Correlation Coefficients (R) and Hypothesis Test (p-values) for Training and 
Testing Data 

S/N Variables R p-Value 
1 Current day hourly temperature -0.6381 0.0000 
2 Previous day hourly temperature -0.6377 0.0000 
3 Last two days hourly temperature -0.6376 0.0000 
4 Current day hourly dew point -0.6355 0.0000 
5 Previous day hourly dew point -0.6736 0.0000 
6 Last two days hourly dew point -0.6925 0.0000 
7 Current day hourly relative humidity -0.2099 0.0002 
8 Previous day hourly relative humidity -0.2517 0.0000 
9 Last two days hourly relative humidity -0.6045 0.0000 
10 Current day hourly wind direction 0.1895 0.0008 
11 Previous day hourly wind direction 0.0095 0.8679 
12 Last two days hourly wind direction 0.1509 0.0076 
13 Current day hourly wind speed 0.5295 0.0000 
14 Previous day hourly wind speed 0.4221 0.0000 
15 Last two days hourly wind speed 0.1940 0.0006 
16 Previous day hourly Load 0.8696 0.0000 
17 Last two days hourly Load 0.7967 0.0000 
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3.2. Load Forecasting Using the Developed Model 
As stated in section 5, three sets of data obtained from the correlation analysis and the 

test of hypothesis are used. Case 1: in which all the data sets will be used without the 
correlation analysis and hypothesis test. This generates a 216 by 18 data points. Case 2: in 
which variables with correlation coefficients greater than ±4 are considered, thus, 11 variables 
are selected from that of case 1. Case 3: in which the variables with significance level above 
0.0005 are considered. Thus, 14 variables are selected from that of case 1. ANFIS is applied to 
forecast the load using the data of these three Cases, in order to compare their accuracy. Also, 
SC and FCM will be used to generate the fuzzy rules. 

ANFIS was used to forecast the load using these three case scenarios. It is chosen 
because it has the advantage of enduring the uncertainties in a large noisy data, and it is good 
in pattern learning and computationally effective [14, 15]. To simplify the mathematical 
difficulties, two techniques for number of fuzzy rules reduction are considered. The first model is 
using FCM and the second is using SC. Not only the accuracy, these methods also, improved 
the forecasting time. For both the two methods and the three cases the results obtained are 
described in section 4. 

The three experiments (cases) ware carried out in windows 8.1, 64 bit Operating 
System computer, with core i5 @ 1.70GHZ speed and 8GB RAM. The results obtained are 
below, and in Table 2.  

 

Figure 3. Plot of actual and forecasted load  
using SC for all data 

Figure 4. Plot of actual and forecasted load 
using FCM for all data 
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Figure 5. Plot of actual and forecasted load 
using SC for correlation data 

Figure 6. Plot of actual and forecasted load 
using FCM for correlation data 

 
 
4. Results Discussion 

For all the three cases Mean Square Error (MSE), Root Means Square Error (RMSE) 
and Mean Absolute Percentage Error (MAPE) are used to evaluate the accuracy of the 
experiment.  
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Case 1: Here all data sets as presented in Table 1 are used. Figure 3 shows the graph5 
of actual load and predicted load for SC and Figure 4 for FCM. An MSE of 1785.95, RMSE of 
42.26 and MAPE of 3.30% are obtained. For Fuzzy c-means algorithm Figures 5 and 6 
respectively, show the plot of actual and forecasted load and forecasting error with MSE of 
1734.40, RMSE of 41.65 and MAPE of 3.45%. 

Case 2: Here the data is selected based on the results of the correlation coefficients. 
Out of the 17 tested variables, 6 are rejected because their correlation coefficients are less than 
±4.000 (refer to Table 1). Figure 5 shows the plot of actual load and predicted load for SC and 
Figure 6 for FCM. For SC MSE of 1140.13, RMSE of 33.77 and MAPE of 3.01% are obtained. 
For FCM algorithm an MSE of 1328.95, RMSE of 36.45 and MAPE of 3.15% were obtained. 

Casa 3: The data used in this Case is selected based on the results of the correlation 
coefficients and hypothesis test (refer to Table 1). Figure 7 shows the plot of actual load and 
predicted load for SC and Figure 8 for FCM. An MSE of 613.89, RMSE of 24.78 and MAPE of 
2.19% are obtained for SC. For the FCM an MSE of 816.34, RMSE of 28.57 and MAPE of 
2.23% were obtained.  

Also, Table 2 shows the number of rules generated and the speed of corgence in each 
case. For SC algorithm, case 1 produce highest number of rules, and case 2 produce lowest. 
For FCM the number of rules are same and lower than that of SC in all the cases. Also highest 
speed is recorded in case 1 using SC and FCM recorded the lowest speed in all the case. 
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Figure 7. Plot of actual and forecasted Load 

using SC for hypothesis data                
Figure 8. Plot of actual and forecasted Load 

using FCM for hypothesis data 
 
 

Table 2. Performance evaluation and comparison of the three cases 
Data used Fuzzy rules 

generation 
method 

Number of Fuzzy 
rules generated 

Error measurement Computation time (sec) 
MSE RMSE MAPE (%) 

Case 1 FCM 15 1734.40 41.65 3.45 27.65 
SC 184 1785.95 42.26 3.30 12258.83 

Case 2 FCM 15 1328.95 36.45 3.15 22.03 
SC 68 1140.13 33.77 3.01 472.30 

Case 3 FCM 15 816.34 28.57 2.23 29.56 
SC 107 613.89 24.78 2.19 2195.33 

 
 
5. Conclusion 

This work investigates the effect of data selection, based on statistical analysis for 
short-term load forecasting. Two ANFIS rule generation algorithm are tested based on accuracy 
and speed. It was observed that SC gives more accurate results, with low speed compared to 
FCM. Three case scenarios are investigated based on the data used. In Case 1: all the 
available data which comprised seventeen sets of variables is used. In Case 2: eleven sets 
variables are used based on their correlation coefficients. In Case 3: thirteen sets of variables 
are considered based on hypothesis test on the correlation coefficients. Therefore, hypothesis 
test on the correlation analysis of the forecasting data is a good practice. 
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