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 Social media contain various information, such as natural disaster reports. 

Artificial intelligence is used to identify reports from eyewitnesses early for 

disaster warning systems. The artificial intelligence system includes a text 

classification model with feature extraction and classification algorithms. 

Word embedding-based feature extraction is widely used for 1-dimensional 

(1D) and 2-dimensional (2D) data, suitable for traditional or deep learning 

algorithms. However, applying feature extraction to 3-dimensional (3D) data 

for text classification is limited. Previous studies focused on word embedding 

for 1D, 2D, and 3D outputs with convolutional neural network (CNN). Yet, 

using 3D data and CNN did not perform well. Despite using CNN and 3D 

variants, identifying natural disaster reports remains below 80% accuracy. 

This research aims to improve identifying earthquakes, floods, and forest fires 

with 3D data and hybrid CNN long short-term memory (LSTM). The study 

found models with accuracies of 83.38%, 83.72%, and 89.03% for each 

disaster type. Hybrid CNN LSTM significantly enhanced identification 

compared to CNN alone, supported by statistical tests with P value less than 

0.0001. 
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1. INTRODUCTION 

Nearly every smartphone user employs social networking platforms to communicate and exchange 

knowledge about daily endeavours. Consequently, social media platforms are brimming with a wealth of 

information, including instances when users undergo the effects of an unforeseen calamity. The disclosure of 

natural disasters on social media can be harnessed to ascertain the exact time and location of such incidents. 

The automated monitoring of natural disasters through social media channels can be facilitated using artificial 

intelligence. Artificial intelligence is employed to identify disaster reports, serving as an early warning and 

monitoring system [1], [2]. 

Research on natural disaster report identification is equivalent to research on text classification. This 

inquiry encompasses two primary phases. The initial phase entails the feature extraction to transform textual 

information into structured data. Subsequently, the organized data is subjected to the manipulation of 

classification algorithms to construct models that can automatically identify natural disaster reports. The 

https://creativecommons.org/licenses/by-sa/4.0/
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scholars undertook research endeavours to advance both pivotal methodologies to enhance the model’s 

performance for identifying natural disaster reports. 

Research on using text classification for natural disaster identification in Indonesia via using datasets 

written in the Indonesian language [3]–[7]. These scholarly inquiries employed datasets of accounts of natural 

disasters, such as floods, earthquakes, and forest fires. The three natural disasters are recurrent incidents within 

numerous nations, including Indonesia. 

Feature extraction methods based on the representation of vector spaces and classification algorithms 

based on machine learning have been extensively employed in various research on text classification in general. 

This technique is also utilized to identify messages related to flood disasters in the Indonesian language  

[3], [4]. Both of these studies employed feature extraction methods using unigram and term frequency-inverse 

document frequency (TF-IDF) as well as support vector machine (SVM) algorithms. The identification 

performance of these two studies was 77.87% [4] and 77.50% [5]. This extraction method can process messages 

containing varying words and produce structured data with a one-dimensional (1D) and an equal number of 

features. The resulting 1D data solely retains information about the frequency of occurrence of the word or 

term within the sentence. However, it does not retain information regarding the semantic interpretation of 

words and the syntactic order of words within sentences. 

In recent times, the prevalent word embedding-based feature extraction technique is employed 

because the resultant structured data contains valuable word sense information as well as word arrangement. 

For Indonesian natural disaster message recognition research, three well-known word embedding techniques 

encompass Word2vec, FastText, and glove. In this particular investigation, 1D structured data was generated 

employing the 1D convolutional neural network (CNN) classification algorithm for flood, earthquake, and 

forest fire disasters, yielding accuracy outcomes of 74.00%, 74.33%, and 81.14% [5]. Research on the 

identification of natural disasters that also utilize 1D structured data relies on word2vec-based feature 

extraction to tackle earthquake scenarios [7]. In this study, 1D data was subjected to processing using long 

short-term memory network (LSTM) and bidirectional LSTM (Bi-LSTM) algorithms. The performance of the 

identification models derived from these techniques amounted to 70.67% and 72.17%, respectively. 

These three feature extraction techniques based on word embeddings can also generate structured data 

in two-dimensions (2D). The detection of floods, earthquakes, and forest fires utilizing the CNN algorithm in 

2D yielded an accuracy rate of 78.33%, 78.33%, and 81.97% [6]. The outcomes achieved through this 

investigation surpass those reported in the studies. 

In research Faisal et al. [6], a study was also carried out on feature extraction techniques that produce 

three-dimensional (3D) data with two different formation methods, namely 3D type 1 and 3D type 2. The 3D 

Type 1 data formation method produces flood disaster identification accuracy of 72.33%, earthquakes is 

77.00%, and forest fires is 81.55%. Meanwhile, 3D type 2 data produces flood, earthquake, and forest fire with 

identification accuracy of 71.00%, 74.33%, and 81.15%, respectively. These two types of 3D data are processed 

using the 2D CNN classification algorithm. In this research, no experiments have been carried out using 3D 

CNN. From the study of word embedding-based feature extraction techniques, it is known that it has the 

potential to form structured data with various dimensions. 

Those methods that are explained above constructs word embedding vectors based on the number of 

words present in the sentence. The count of words in each message varies thus this method will also generate 

a distinct count of characteristics. To ensure that the resulting structured data possesses the same count of 

characteristics, the word padding method must be employed in conjunction with the execution of the extraction 

method. The word padding method utilized in [5], [6] truncates the length of a word in a message based on 

statistical computations of mean, median, and mode. Both investigations indicated that mean-based word 

padding yielded the most optimal classification performance. In both studies, word padding with maximum 

word length was not employed because it led to the production of sparse data in the structured data. Sparse data 

arises due to messages that solely consist of 2-3 words, while other messages encompass numerous words. The 

presence of sparse data can impact the performance of classification algorithms. Thus, studies [5], [6] refrain 

from its usage. 

The examination [5]–[7] utilized deep learning-based classification algorithms. CNN possesses 

benefits in the manipulation of data with diverse dimensions and is also capable of extracting significant 

characteristics to enhance classification performance [8]. Conversely, LSTM and its variations are solely 

competent in processing 1D data, yet they exhibit proficiency in the comprehension of word sequence 

information [9], [10]. In text classification research, it has been demonstrated that the amalgamation of CNN 

and LSTM capabilities into a hybrid CNN-LSTM renders these two algorithms mutually reinforcing, leading 

to additional enhancements in classification performance [11]–[13]. Within these investigations, the utilization 

of the hybrid 1D CNN-LSTM [11] and the hybrid 2D CNN LSTM [12], [13] have been undertaken to address 

the issue of general text classification. Nevertheless, no comprehensive inquiry has been conducted regarding 

the handling of 3D type 1 and 3D type 2 structured data through the deployment of the hybrid 2D CNN-LSTM 
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and the hybrid 3D CNN-LSTM in general text classification research, and more specifically, in the realm of 

identifying messages of natural disasters. 

In this scholarly article, we put forth a proposition for a model designed to identify messages of natural 

calamities. This model is constructed by employing the 3D word embedding vector feature extraction 

technique, in conjunction with a hybrid CNN LSTM architecture. Furthermore, we shall demonstrate how 

implementing these techniques can enhance the performance of message identification. Additionally, we shall 

explore the formation of multi-dimensional structured data, specifically focusing on the 3D data. The primary 

contributions of this paper encompass the following: 

− A novel framework for natural disaster identification from social media platforms, achieved by amalgamating 

feature extraction through the use of a 3D word embedding vector and a hybrid CNN-LSTM model. 

− The confluence of three word embedding methodologies, namely Word2Vec, FastText, and glove, is employed 

to establish a well-structured dataset that the hybrid CNN-LSTM architecture can effectively process. 

− Developing a CNN-LSTM hybrid framework that exhibits commendable performance even in sparse data 

scenarios.  

− To the best of our knowledge, we are the first to research 3D word embedding vector feature extraction and 

hybrid CNN LSTM for natural disaster reports identification using Indonesian language datasets. We believe 

that our proposed concept will advance text classification research, especially in research of disaster report 

identification in Indonesia. 

The rest of this paper is structured as follows. Section 2 pertains to the research that substantiates the 

research we engage in. Section 3 delineates the proposed method. Section 4 concerns the result and discussion. 

Section 5 concerns the conclusion and our future research. 

  

  

2. RELATED RESEARCH 

2.1.  Feature extraction 

In text classification research, feature extraction converts unstructured text data into structured data [14]. 

In this section, word embedding-based feature extraction techniques are explained. The word embedding 

technique is an unsupervised learning technique that processes text data. The result is that each word will be 

given a value as a vector. Each word vector usually contains one hundred numerical values, which are 

representations of the word’s meaning so that words with the same meaning will have vectors whose values 

and directions are close together [15], [16]. Several word embedding techniques are known, namely 

Word2Vec, fastText, and glove. 

A natural disaster report is a sentence consisting of one or several words. The word embedding-based 

feature extraction technique creates a sentence vector by compiling vectors from each word in a sentence. This 

subsection explains several ways to create sentence vectors from the research that has been carried out. 

Technique 1 (T1), which teaches how to arrange word vectors from sentences, can be seen in  

Figure 1. Sentence vectors are formed by adding up the word vectors of each word in a sentence. The resulting 

sentence vector is in the form of 1D data, which contains information about the sentence’s meaning. Using this 

method, the 1D data output will have the same number of features even though the input sentences have 

different words. However, this method eliminates word order information in the sentence. 

An illustration of technique 2 (T2), the second method, can be seen in Figure 2. This second method 

shows that sentence vectors are created by arranging each word vector using concatenation [5]. The sentence 

vector produced in this way produces 1D data, which contains information on word meaning and word order 

in the sentence. 

1D data produced by the first and second methods of feature extraction techniques can be processed by 

machine learning classification algorithms such as SVM, random forest, Naïve Bayes, and others. The 1D data 

can also be processed by deep learning-based algorithms such as 1D CNN and LSTM. To identify flood disaster 

messages, this feature extraction method has been combined with the 1D CNN classification algorithm [5]. In 

this research, the word embedding techniques used as the basis for feature extraction techniques are Word2Vec, 

fastText, and glove. This research shows that the Wor2Vec technique can provide better performance than the 

other two word embedding techniques. This research also combines the feature extraction results from the three 

word embedding techniques. The performance of this combination is better than the performance of each word 

embedding technique. However, the merging performance is not better than the model built using vector space 

representation-based feature extraction and the SVM classification algorithm [3], [4]. 

Technique 3 (T3), a word embedding-based feature extraction technique, can also create 2D structured 

data, as shown in Figure 3. This method arranges each word vector in a stacked manner so that structured data 

is produced as a matrix [6]. This 2D structured data can only be processed by deep learning-based classification 

algorithms such as CNN. Research by Faisal et al. [6] conducted a study on the three word embedding 

techniques as was carried out in research on the implementation of 1D data and 1D CNN [5]. The cases of 
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natural disasters in this study were floods, earthquakes and forest fires. The performance of identifying flood 

disaster messages using 2D data and 2D CNN is better than the performance carried out in research [3]–[5]. 
 

 

  
  

Figure 1. Sentence vector as 1D structured data 

from a summation of word vectors 

Figure 2. Sentence vector as 1D structured data 

from the concatenation of word vectors 

 

 

 
 

Figure 3. 2D structured data using word embedding vectors 
 

 

The last way is to construct a vector statement in the configuration of 3D data. In order to generate 

3D structured data, it is necessary to employ three word embedding methodologies. In antecedent 

investigations [6], a blend of Word2Vec, FastText, and glove methodologies was employed. This 3D data can 

be fashioned via two different approaches. 

Technique 4 (T4), the first method of forming 3D data is shown in Figure 4. This method is inspired 

by feature extraction from image data, which consists of 3 layers of RGB color channels [17], [18]. In research 

Faisal et al. [6], 3D data was processed by the 2D CNN algorithm. The average performance of models built 

with 3D data and 2D CNN is the same as models built with 2D data and 2D CNN. 

Technique 5 (T5), the second way of forming 3D data is by following the formation of structured data 

from image frames in video [19], [20]. This method of forming 3D data can be seen in Figure 5 The first layer 

of this 3D data is a word vector from the first word word1, which consists of a combination of three word 

vectors from three word embedding techniques. Next, create a word2 layer for the second word up to a wordn 

layer for the last word in the same way. The investigation [6] employed 3D data fashioned in this manner to be 

subjected to processing using 2D CNN. The efficacy of this framework is substandard in comparison to the 

efficacy of alternative models mentioned earlier. 

 

 

 
 

Figure 4. 3D structured data from three layers of word embedding vectors 

 

 

 
 

Figure 5. 3D structured data from N layers of three word embedding vectors 
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2.2.  Word padding 

As explained above, T1 produces 1D data output with the same number of features even though given 

input sentences contain different numbers of words. As for T2 to T5, generate a sentence vector by constructing 

a word vector based on the words present in each sentence. These methodologies cause the length of features 

to vary depending on the number of words in the input sentence. For instance, a sentence1 sentence input 

consisting of three words would differ from a sentence2 sentence input comprised of five words. An illustration 

of the 2D data for this particular example can be observed in Figure 6. Figure 6(a) serve as an exemplification 

of sentance1, while Figure 6(b) exemplifies sentence2. 

 

 

  
(a) (b) 

 

Figure 6. 2D data from two sentences with different numbers of words in each sentence; (a) sentence1 and 

(b) sentence2 

 

 

Word padding is employed to ensure that the technique of feature extraction based on word embedding 

yields outcomes of equivalent dimensionality. This is accomplished by stipulating the desired quantity of words 

to be utilized. In the instance portrayed in Figure 6, if we specify that the number of words employed is 4, 

subsequently, the 2D data of sentance1 and sentence2 must be transformed into four rows. Consequently, the 

outcome can be observed as depicted in Figure 7. In Figure 7(a) sentence1 originally possessed three words 

along with a line of word vectors containing the numerical value of 0. The objective is to generate 2D data with 

four lines. Conversely, Figure 7(b) exhibits sentence2, which originally contained five truncated word vectors 

to yield 2D data with four lines. 

  

 

 
(a) 

 
(b) 

 

Figure 7. Result of word padding by using number of words is four; (a) sentence1 and (b) sentence2 

 

 

The determination of the quantity of words employed in the word padding technique can be precisely 

specified, as demonstrated in the example above. However, in the study [6], the number of words was 

determined based on statistical computations involving the mean, median, and mode. The utmost efficacy of 

the outcomes obtained from this study was observed when employing word padding with word counts 

predicated on the mean values. 

 

2.3.  Classification algorithms 

T1 and T2 employ supplementary methods to derive 1D structured data. 1D data can be input for 

machine learning-based classification algorithms, such as SVM, K-nearest neighbors (KNN), Naïve Bayes, 

and random forest. 1D data can also be processed by deep learning-based algorithms, such as deep neural 

networks, LSTM, or 1D CNN. Regarding T3-T5, the techniques for extracting features result in 2D and 3D 

structured data. These two data types can be processed directly through CNN classification algorithms. The 

architecture and general workings of CNN can be seen in Figure 8. CNN is divided into two parts, namely 

feature learning and classification. 

Feature learning is the ability of a model to extract important features from input automatically. This 

extraction operation begins with a convolution operation carried out by the convolution layer. This operation 

involves a kernel (filter) of a specific size that is shifted to cover the input data with specific steps [21], [22]. 



TELKOMNIKA Telecommun Comput El Control   

 

3D word embedding vector feature extraction and hybrid CNN-LSTM for … (Mohammad Reza Faisal) 

1201 

How the kernel (filter) moves depends on the dimensions of the input data and the type of 

convolutional layer used. In convolutional layer 1D, the kernel moves along the 1D data that is input [22]. The 

2D convolution layer kernel is shifted in 2 dimensions by traversing the height and width directions in the 2D 

input data [22]. 2D convolution layers can also be used on 3D data. The kernel is 2D and only moves in 2 

dimensions. The 3D convolution layer, kernel is shifted across the volume in the height, width, and depth 

directions [23]. 

The result of the convolutional operation is a feature map. The ReLU activation function is applied to 

each value in the feature maps. Next, the pooling layer reduces the spatial dimensions of the feature map. This 

feature map is the output of the feature learning process which contains important features [21], [22]. 
 

 

 
 

Figure 8. Common CNN architecture 
 

 

The classification begins by converting the feature map into a 1D vector by a flatten layer. Then, the 

vector is received by the dense layer to be processed with linear and non-linear operations. The output layer 

produces predictions [21], [22]. 

CNNs have been used for various studies. 1D CNN is generally used in signal processing research 

cases such as electrocardiogram (ECG) classification, speech recognition, and vibration-based structural 

damage detection [22]. Implementing the 1D CNN algorithm in the case of text classification has been carried 

out to identify natural disaster messages and COVID-19 status messages [5]. 

The investigation’s focal point was on comparing performance when utilizing various word padding 

and word embedding methodologies at the feature extraction phase [5]. In this particular research, the 

architecture of 1D CNN was implemented employing four distinct channels. The outcomes generated from this 

exploration offers indications that the effectiveness of identifying messages related to natural disasters reaches 

its peak when utilizing a convergence of all three word embedding methodologies (all) and word counts derived 

from mean calculations of word padding methodologies. The research conducted by the author concentrated 

on the impact of the count of channels on the architecture of 1D CNN and the methodologies of word 

embedding on the performance classification model [24]. The outcome explicitly demonstrates that the 

performance is superior or comparable to the count of other channels by employing solely one channel. 

Whereas the classification performance is at its finest when utilizing FastText. 

Generally, 2D CNN and 3D CNN are commonly employed for pattern recognition on images and videos 

[22], [23]. In the domain of text classification, implementations of 2D CNN are also widely utilized [6], [25]. For 

instance, a study focused on identifying natural disasters employed a 2D CNN architecture [6]. In this particular 

study, the feature extraction T3 was employed. The word embedding and word padding techniques utilized in 

this research are identical to those employed in the investigation conducted in [5]. 

Furthermore, the 2D CNN employed in this study was configured to utilize 4 channels. In this 

research, we also conducted experiments with 3D data resulting from T4 and T5 feature extraction with the 2D 

CNN classification algorithm. The results show that the performance of 2D CNN with 2D data input works 

better than the performance of 2D CNN with 3D data input. In this research, classification performance has not 

been carried out using 3D input data and 3D CNN. 

 Currently, classification research uses a combination of CNN and LSTM algorithms [15], [26]–[28]. 

The studies [26], [27] use 1D input to be processed by the 1D CNN layer. Then, the output of that layer becomes 

the input of the LSTM layer. 1D CNN LSTM is used to solve text classification cases [26]. In this study, 1D 

data was created using word embedding techniques, as shown in T2. Meanwhile, in [27] 1D CNN LSTM was 

implemented in the case of spectral data classification to determine different physical states of pasta products. 

2D CNN LSTM implementation was conducted on investigations [13], [29] for text classification. 

Both of these examinations formed 2D data utilizing T3. The investigation [13] examined 2D data established 
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by diverse word embedding techniques, particularly Word2Vec, glove, and FastText. The investigation [29] 

only conducted a study employing a word embedding technique, Word2Vec. 

Investigations [28], [30] utilized 3D CNN LSTM to recognize human motion from video facts. 

Establishment of 3D facts by structuring image frames as displayed in T5. We have not encountered a 3D 

execution of CNN LSTM on the text classification research. 

The hybrid CNN LSTM architectures employed in the research [13], [26]-[30] can be delineated in 

general terms as displayed in Figure 9. Those studies indicated that the hybrid CNN LSTM algorithm could 

enhance classification efficacy in contrast to solely utilizing CNN or LSTM. These hybrid algorithms 

supplement one another with their respective benefits. The CNN layer handles data inputs comprising sequence 

information, which is efficacious in feature extraction, recognizing local patterns, and allowing dimension 

reduction. The outcome of the CNN layer is subsequently processed by an LSTM layer suitable for processing 

sequential data and comprehending the long-term context. 
 

 

 
 

Figure 9. General hybrid CNN LSTM architecture 

 

 

3. METHOD  

3.1.  Data and proposed method 

In this segment, we delineate the phases of the proposed approach. Figure 10 illustrates the procedure 

executed in this research. Table 1 shows details of the dataset containing three natural disaster messages used 

in this research. These natural disaster messages have been used in previous studies, namely earthquakes  

[5], [6], floods [3], [4], and forest fires [5], [6]. All of these natural disaster messages were taken from X’s 

social media. 
 

 

Table 1. Dataset 
 

Dataset 

Class label 

Eyewitness Non-eyewitness Don’t know 

Earthquakes 1000 1000 1000 
Floods 1000 1000 1000 

Forest Fires 1000 1000 1000 

  
 

Natural disaster messages are divided into three class labels, namely eyewitness, non-eyewitness, and 

don’t know. Eyewitness category messages contain natural disaster keywords posted by users who directly 

witnessed natural disasters. Non-eyewitness category messages report natural disasters but are not posted by 

eyewitnesses. Messages in the don’t know category are messages that contain the keywords natural disasters, 

but their meaning is not about natural disasters. 

The next stage is to carry out text normalization. At this stage, the text data for natural disaster 

messages is cleaned by removing multiple spaces, punctuation, numbers and non-alphanumeric characters. 

Then, the clean text data is processed by the word padding technique using the number of words based on 

calculating the maximum number of words (max). 

This research used Indonesian Wikipedia text data to create three word embedding models 

(Word2Vec, fastText, and glove). These models function as a reference dictionary to convert every word in a 

natural disaster message into a word vector. The generation of 1D data employs the T2 technique, while the 

creation of 2D data utilizes the T3 technique. The establishment of 1D and 2D data in this investigation 

comprised two categories, specifically: i) data generated through a word embedding technique and ii) data 

formed from the amalgamation of three word embedding techniques. The integration of these three techniques 
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is accomplished using performing concatenation. 3D data is produced by combining the T4 and T5 techniques 

with three word embedding techniques. 

The structured data is devided into 80% training and 20% testing datasets. Each classification 

algorithm trains by utilizing a training dataset. The hybrid CNN LSTM architecture employed in this 

investigation is depicted in Figure 10. Figure 10(a) represents an architecture employed to construct 1D and 

2D data using a solitary word embedding technique, followed by the execution of the training and testing 

processes. Figure 10(b) illustrates the architecture employed to generate 1D and 2D data from the outcomes of 

the fusion of three word embedding techniques. This particular structure is also utilized to produce 3D data 

using the T4 and T5 techniques. The N values in Figure 10 denote 1, 2, and 3, respectively, signifying the 

dimensional values of the convolution and maximum polling layers. The last stage entails assessing the 

performance of every model contrived in the evaluation. The quantification of model performance is achieved 

using accuracy. 
 
 

  
(a) (b) 

 

Figure 10. Proposed hybrid CNN LSTM architecture; (a) with a word embedding technique and (b) with 

three embedding techniques 

  

  

3.2.  Experiment settings 

This section exhibits the configurations and parameters employed in this investigation. The concepts 

and architectures are realised by employing the Python language and its auxiliary libraries. To fabricate a word 

embedding model, the Indonesian Wikipedia text data is utilised. The text data can be download by visit this 

link https://dumps.wikimedia.org/idwiki/latest/. Word2Vec and FastText models are fabricated by using the 

Python programming language. The glove model was constructed employing the C programming language. 

The outcome of this procedure is three word embedding model. Every model encompasses an index 

of words derived from the text data of Wikipedia. Each word is depicted by a vector comprising 100 numerical 

values. The method employed for word padding in this research was grounded on the utmost count of words 

in natural disaster messages. The maximum count for earthquakes, floods, and forest fires is 52, 47, and 57, 

respectively. 

At the feature extraction phase, structured data is produced by employing three methods of word 

embedding and four variations of data dimensions. At this phase, some structured data are generated. Each 

structured data is divided into data train and test data. The data train derived from each structured data type is 

subjected to a suitable classification algorithm. Table 2 shows the progression amidst structured data and a 

classification algorithm in this research. The hybrid CNN LSTM architecture in this research employs the 

Python programming language with the TensorFlow library. The configurations and parameters employed 

primarily use the default values of each function.  

https://dumps.wikimedia.org/idwiki/latest/
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Table 2. Experiment result 

No Dataset 
Feature 

extraction 
Dimension 

Word 

embedding 
Features 

Classification 

algorithm 

Accuracy 

(%) 

1 Earthquakes T2 1D Word2Vec 5200 1D CNN LSTM 80.83 

2 fastText 5200 80.27 

3 Glove 5200 81.77 
4 All 15600 81.11 

5 T3 2D Word2Vec 52×100 2D CNN LSTM 80.16 

6 fastText 52×100 79.66 
7 Glove 52×100 77.83 

8 All 156×100 79.72 

9 T4 3D Type 1 All 52×100×3 74.72 
10 T5 3D Type 2 All 100×3×52 83.22 

11 T4 3D Type 1 All 52×100×3 3D CNN LSTM 79.94 

12 T5 3D Type 2 All 100×3×52 83.38 
13 Floods T2 1D Word2Vec 4700 1D CNN LSTM 82.66 

14 fastText 4700 82.83 

15 Glove 4700 80.27 
16 All 14100 81.72 

17 T3 2D Word2Vec 47×100 2D CNN LSTM 80.61 

18 fastText 47×100 80.77 
19 Glove 47×100 78.83 

20 All 141×100 81.27 

21 T4 3D Type 1 All 47×100×3 76.22 
22 T5 3D Type 2 All 100×3×47 82.27 

23 T4 3D Type 1 All 47×100×3 3D CNN LSTM 80.33 

24 T5 3D Type 2 All 100×3×47 83.72 
25 Forest fires T2 1D Word2Vec 5700 1D CNN LSTM 85.76 

26 fastText 5700 86.73 

27 Glove 5700 85.92 
28 All 17100 88.33 

29 T3 2D Word2Vec 57×100 2D CNN LSTM 85.76 

30 fastText 57×100 86.14 
31 Glove 57×100 85.23 

32 All 171×100 85.07 

33 T4 3D Type 1 All 57×100×3 83.78 

34 T5 3D Type 2 All 100×3×57 86.94 

35 T4 3D Type 1 All 57×100×3 3D CNN LSTM 87.15 

36 T5 3D Type 2 All 100×3×57 89.03 

 

 
4.  RESULTS AND DISCUSSION 

This research employed a total of 12 models for each dataset, thereby yielding a total of 36 

experiments. The performance of each model is observable in the accuracy column of Table 2. The models that 

can offer the best performance are models in the 12, 24, and 36 lines with performance that are 83.72%, 89.03%, 

and 83.38%. These three models possess in common: i) T5 feature extraction technique that generates 3D 

structured data type 2 and ii) hybrid 3D CNN LSTM classification algorithm. 

To scrutinize the performance of the 12 models was accomplished by computing the mean 

performance of each model on all three datasets. A juxtaposition of the mean performance of each model can 

be observed in Figure 11. We additionally employed 1D CNN LSTM and 2D CNN LSTM classification 

algorithms to handle 1D and 2D data derived from the amalgamation of three word embedding methodologies 

(All). In the 1D CNN LSTM model, the utilization of 1D All data resulted in an improvement of the model’s 

performance by 83.72% as compared to models solely reliant on feature extraction data predicated on a word 

embedding technique, albeit the disparity was not significant. Employing 2D CNN LSTM models and solely 

relying on 2D all data yields comparable performance to models constructed using solely Word2Vec and 

FastText based 2D data. This experiment showcases the potential for ameliorated performance through the 

utilization of structured data derived from feature extraction outcomes based on a confluence of three word 

embedding techniques. It is noteworthy, however, that both techniques still fail to achieve optimal efficacy. 

The model with the best average performance is the T5 feature extraction technique and 3D CNN 

LSTM, with an average accuracy of 85.38%. The model with the second best average performance with an 

average accuracy of 84.48% is a 2D CNN LSTM model that processes the same structured data. These results 

show that 3D Type 2 data stores information on meaning and word order better because each word meaning is 

represented by a combination of three word embedding vectors in a 100×3 matrix. This combination has the 

potential to provide complete information on word meaning. Meanwhile, sequence information is represented 

by arranging matrix layers according to the order of words in the sentence. These results also prove that the 3D 

CNN LSTM algorithm works better than 2D CNN LSTM for processing 3D data. The 3D CNN layer is able 



TELKOMNIKA Telecommun Comput El Control   

 

3D word embedding vector feature extraction and hybrid CNN-LSTM for … (Mohammad Reza Faisal) 

1205 

to extract important features in 3D data better because the convolution operation moves in three dimensions 

and thus obtains better local patterns. 

 

 

 
 

Figure 11. Average performance comparison 

 

 

To ascertain the impact of amalgamating LSTM and CNN, we juxtaposed the findings of this 

investigation with prior research endeavours exclusively employing CNN [6]. The juxtaposition is visually 

presented in Figure 12. From the contrasts elucidated in Figure 12, it becomes evident that the hybrid CNN 

LSTM was successful in augmenting the classification efficacy of messages of natural calamities. The 

augmentation in performance achieved was of the utmost statistical significance, as per the outcomes of the 

two-tailed P-value derived from the paired t-test, which was less than 0.0001. 

  

 

 
 

Figure 12. Comparison of our experiment result to the previous result 

 

 

5. CONCLUSION 

Previous investigations into identifying reports on natural disasters have been carried out employing 

statistical calculations based on word padding (such as mean, median, and mode), the dimensional variation of 

data results derived from feature extraction based on word embedding, and CNN-based classification 

algorithms. Models for identification have been explicitly constructed for three natural disaster reports: 

earthquakes, floods, and forest fires. The average performance produced was still below 80%, and the 3D data 

performance did not work well in this research, this may be because 2D CNN processes 3D data. 
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In this research, we have developed a model using the same technique for feature extraction as the 

earlier study, but with the incorporation of word padding maximum and the hybrid CNN LSTM as a 

classification algorithm. Twelve models were created for each natural disaster dataset. The most effective 

identification models are those constructed using feature extraction that generates 3D data type 2 and the 3D 

CNN LSTM algorithm. The identification accuracy of this model for earthquakes, floods, and forest fires is 

83.38%, 83.72%, and 89.03%, respectively. The hybrid CNN LSTM algorithm has also demonstrated a 

significant improvement in the identification performance of natural disasters compared to previous studies. 

This is evident from the paired t-test results, where the two-tailed P-value is less than 0.0001. 

The current study employs a rudimentary CNN LSTM hybrid architecture with default parameters. 

Although the resulting performance is improved, it still falls short of reaching 90%. Consequently, this opens 

up avenues for future research to develop more advanced CNN LSTM hybrid architectures that can achieve an 

accuracy rate surpassing 90%. Furthermore, advanced investigations can be conducted utilizing the 

bidirectional encoder representations from transformers (BERT) method. 
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