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 This paper proposes a solution for the problem of continuous prediction in 

real-time of the emotional state of a human user from the identification of 

characteristics in facial expressions. In robots whose main task is the care of 

people (children, sick or elderly people) is important to maintain a close 
relationship man-machine, anld a rapid response of the robot to the actions of 

the person under care. We propose to increase the level of intimacy of  

the robot, and its response to specific situations of the user, identifying in real 

time the emotion reflected by the person's face. This solution is integrated 
with algorithms of the research group related to the tracking of people for use 

on an assistant robot. The strategy used involves two stages of processing, 

the first involves the detection of faces using HOG and linear SVM,  

while the second identifies the emotion in the face using a CNN. The strategy 
was completely tested in the laboratory on our robotic platform, 

demonstrating high performance with low resource consumption. Through 

various controlled laboratory tests with different people, which forced  

a certain emotion on their faces, the scheme was able to identify the emotions 
with a success rate of 92%. 
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1. INTRODUCTION  

Service robots are designed to develop tasks that support the human being [1-3]. The success in  

the development of these tasks is intimately linked to their ability to interact with the user [4-6]. Most of  

the key to human interaction lies in the ability of one person to feel sympathy for the other, that is, the ability 

to identify with another person, know how to listen, understand their problems and emotions [7, 8]. Much of 

this empathy is visualized by observing a person’s face. The human face is designed to express a large 

number of emotions automatically from the emotional state of the individual. 

While it is true that the face is not the only means used by humans to communicate their emotional 

state, the importance of the optical sensor for interaction with the environment makes this a fundamental field 

to study [9, 10]. However, there are schemes developed to identify other mechanisms for communicating 

emotions, even in animals. Some of these media include vocal communication [11, 12], body  

expression [13], forms of direct contact [14] and neurological patterns [15, 16]. Facial expressions on  

the human face can be used to identify a person’s emotional state [17]. That is why many strategies have 

been developed to identify them from the processing of the image of the face [18-20]. These expressions 

https://creativecommons.org/licenses/by-sa/4.0/
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have common characteristics for a given emotional state, characteristics that are independent of race or 

gender. If it is possible to identify these images from the analysis of an image, then it is possible to inform to 

an artificial system, as it is the case of an assistant robot, how to adjust its behavior according to  

the emotional state of the user. 

The most robust solutions developed for the automatic detection of facial expressions use large datasets 

for the training of adjustable schemes [21-23]. While these schemes provide high-performance values, 

increasing their reliability with low computational cost has become a challenge due to the wide variability of 

characteristics between individuals, which makes the separation between classes or categories complex, even 

without considering the variables related to image capture. The work presented in this paper aims to contribute 

to this area of research, particularly evaluating the performance of an automatic identification system of 

emotions in real-time on a laboratory robot assembled to perform tasks of assistance to human beings. In 

previous works, we have shown details of the robotic platform and a people tracking scheme [24], this work is 

integrated with such schemes to produce an integrated man-machine interaction solution. 

Our robotic platform consists of two integrated robots to form a single healthcare system. We use a 

Nao robot from SoftBank Group at the top for direct interaction with people, and we use our TurtleBot 1 

robot at the bottom to solve navigation and path planning problems. As applied research the research group 

has studied the problem of safe grasping of cylindrical objects with anthropomorphic hands [25], considering 

also the delicate interaction with humans. We have also developed many autonomous navigation schemes for 

locally observable dynamic environments [26-29], and analyzed the problem of dynamic bipedal  

walking [30]. All these are current unsolved problems of healthcare robotics, which seek to be integrated into 

the development of more complex tasks such as the monitoring of vital signs in patients, administration of 

food and medicine or immediate attention in case of emergencies. 

The rest of this paper is organized as follows. Section 2 provides some theoretical details of  

the problem being addressed. Section 3 shows the methodological strategy developed as well as details of  

the laboratory implementation. This is followed by the evaluation of the system. Finally, we conclude by 

discussing the lessons learned and how the system could be further developed. 

 

 

2. PROBLEM FORMULATION 

The goal of this research is to develop a robust and high-performance software tool that allows  

the development of autonomous tasks of identifying human emotions by a small autonomous robot. The work 

is strongly motivated by the need for this feature as part of the routine interaction of an assistive robot that 

operates in unknown indoor environments. This sort of robot must navigate an unknown environment,  

but the main motivation of its action is strongly determined by its level of interaction with the person for 

whom it works. Let W ⊂ ℝ2 be the closure of a contractible open set in the plane that has a connected open 

interior with obstacles that represent inaccessible regions. Let 𝓞 be a set of obstacles, in which each O ⊂ 𝓞 is 

closed with a connected piecewise-analytic boundary that is finite in length. The position of obstacles in  

the environment changes over time in an unknown way, but they are detectable by distance sensors.  

In addition, the obstacles in 𝓞 are pairwise-disjoint and countably finite in number. 

Let E ⊂ W be the free space in the environment, which is the open subset of W with the obstacles 

removed. This space can be freely navigated by the robot, but it can also be occupied at any time by an 

obstacle. The robot knows the free space in the environment E from observations, using sensors.  

These observations allow him to build an information space I. An information mapping is of the form: 

 

𝑞: 𝐸 → 𝑆  (1) 

 

where S denote an observation space, constructed from sensor readings over time, i.e., through an observation 

history of the form: 

 

 �̃�: [0, 𝑡] → 𝑆  (2) 

 

The interpretation of this information space, i.e., I ✕ S ￫ I, is that which allows the robot to make 

decisions. The problem can be defined as the definition of a specific filter to apply to the data sensed by  

the robot's camera in real-time to identify emotional states in the person with whom it interacts.  

This information must modify the behavior of the robot, both interaction, and movement in the environment. 
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3. METHODOLOGY 

Our scheme of identification of human emotions is composed of two blocks: the first block of face 

detection, and the second block of identification of emotions in the faces extracted from the video frames as 

shown in Figure 1. The final result (identified face and emotion) is placed on each frame to reconstruct  

the video (this is visualized on a 7-inch touch screen on the robot for validation purposes). For face detection 

we use dlib.get_frontal_face_detector(). This face detector is based on the histogram of oriented gradients 

(HOG) and linear SVM (Support-Vector Machine). There is also a face detector in dlib based on CNN 

(convolutional neural network), and although it has a better performance detecting faces in many angles 

(dlib.get_frontal_face_detector() only works well with frontal faces), we decided not to use it due to its high 

consumption of resources, which made it impossible to use in real-time on our assistant robot (the strategy 

based on CNN was a little more than 15 times slower in each frame than the strategy based on HOG). 

The identification of emotions is done through a convolutional neural network that implements  

the network structure proposed in [31]. This architecture uses global average pooling in its output layer with 

Sofmax activation function (number of classes equal to the number of feature maps) to eliminate the fully 

connected layers, and thus considerably reduce the number of adjustable network parameters. The rest of  

the network is a standard fully-convolutional neural network with a total of nine convolution layers with 

ReLU (rectified linear unit) activation function to increase sensitivity and avoid saturation, and batch 

normalization so that each layer of the network learns by itself more features independently of the other 

layers. The final model contains a little less than 600,000 adjustable parameters and was trained with  

a dataset of 7,000 images, with 1,000 images in each of its seven categories: angry, disgust, fear, happy, sad, 

surprise and neutral. The training used 70% of the dataset, and the remaining 30% was used for validation. 

The accuracy achieved by the model with the validation data was 58%. The code was developed in Python, 

and we use Keras as the deep learning framework. In Figure 2 we show a sample of the images used for  

the angry category. 

A deep learning framework is an interface, a library or a tool that enables to build deep learning 

models more easily and quickly, without going into the details of the underlying algorithms. They provide  

a clear and concise way to define models using a collection of pre-built and optimized components. Instead 

of writing hundreds of lines of code, it is possible to use a suitable framework that allows a model of this type 

to be built quickly. There are many machine learning frameworks already in place, and new frameworks are 

appearing regularly to address specific niches. We are using Keras as a framework (https://keras.io/)  

with Tensorflow backend (https://www.tensorflow.org). 

This emotion identification program was implemented on our assistant robot to work in parallel with 

other algorithms of specific purpose, in particular with our robot-human basic interaction scheme supported 

in visual tracking for assistant robot [24]. Our assistive robot consists of two robotic platforms: A humanoid 

Nao robot from SoftBank Group for interaction with humans and the environment, and an ARMOS TurtleBot 

1 robot from the ARMOS research group for indoor navigation as shown in Figure 3. Communication with 

the two platforms is via a Wi-Fi connection. The algorithm was developed in Python and was programmed 

on the ARMOS TurtleBot 1 robot. The video is captured by the camera on the head of the Nao robot,  

and transmitted by Wi-Fi. Processing is performed by the ARMOS TurtleBot 1 robot in real-time in its 

control unit (DragonBoard 410c of Arrow Electronics with ARM Cortex-A53 Quad-core up to 1.2 GHz per 

core and Qualcomm Adreno 306 @ 400MHz). We use in our implementation OpenCV 4.1.0, numpy 1.16.2, 

Keras 2.2.4, TensorFlow 1.14.0, dlib 19.17.0, and imutils 0.5.2. 

 

 

 
 

Figure 1. Proposed scheme for the identification of human emotions on our robot 
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Figure 2. Dataset used for convolutional network training in the angry category 

 

 

 
 

Figure 3. Experimental setup for the emotion identification system. It is composed of a humanoid  

Nao robot from SoftBank Group at the top and an ARMOS TurtleBot 1 tank robot from  

the ARMOS research group at the bottom 

 

 

The images were captured by the Nao robot at a size of 1280✕720 pixels. Each frame was scaled to 

632✕480 for processing in the DragonBoard. We conducted several experiments with different lighting 

conditions, environments, people and distances to the robot. We even performed tests with two or more 

people at different distances, but always within the robot's field of vision. One of these tests can be seen in: 

https://youtu.be/yQajUZTTwmA as shown in Figure 4. 
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Figure 4. Capture of two emotive states identified during one of the tests developed in  

the laboratory to the proposed scheme 

 

 

4. FINDINGS 

In general, the robot easily detects people's faces and correctly identifies their emotions.  

The algorithm demonstrated high performance in laboratory tests allowing real-time operation and parallel 

execution with tracking and tracing schemes. The flaws in the identification of emotion in a frame were 

solved by averaging the result of neighboring frames, which resulted in a success rate greater than 92%.  

As mentioned, the face detection scheme has problems identifying faces that are not completely facing  

the robot. In the first instance, this has not been a problem for our application since it seeks direct  

human-machine interaction. However, the results show that it is necessary to evaluate more robust strategies. 

The emotion identification scheme presents some level of bias concerning the database used for its training. 

Most of the faces used for training were western people, and this is reflected in the results for some frames. 

This problem was solved by averaging the behavior along with several frames under the assumption that  

the person remains with the same emotion a few milliseconds, and therefore is observed in several 

neighboring frames. It was also observed in some cases problems to identify the emotions when the person 

has glasses and/or cigarettes, the problem is minor, but also raises the need to improve the training database 

of the network. 

 

 

5. CONCLUSION  

In this paper, we present the application of a scheme for the identification of human emotions for 

assistance robots. The objective of this application is to improve the human-machine interaction of our 

robotic platform. The scheme is structured around two functional blocks, a face detector using HOG and 

linear SVM, and an emotion identification block using CNN. The output information of the scheme (location 

of the face and emotion of the person) is used to coordinate the movement and reactions of the robot.  

The implemented scheme demonstrated a low computational cost, allowing its use in real-time and in parallel 

with other routines of active tracking of people, this is the most outstanding result of our implementation. 

The performance evaluation allowed to identify possible improvements to the strategy, in particular,  

to improve the training of the convolutional network by improving the initial dataset. After averaging  

the identification capability over several neighboring frames to solve the noise identification problems  

in the images, the scheme achieved a 92% success rate operating in real time on the robot control unit. 
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