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 Baseline is a distance between two cameras, but we cannot get information 

from a single camera. Baseline is one of the important parameters to find  

the depth of objects in stereo image triangulation. The flow of baseline  
is produced by moving the camera in horizontal axis from its original 

location. Using baseline estimation, we can determined the depth of an object 

by using only an omnidirectional camera. This research focus on determining 

the flow of baseline before calculating the disparity map. To estimate  
the flow and to tracking the object, we use three and four points  

in the surface of an object from two different data (panoramic image) that 

were already chosen. By moving the camera horizontally, we get the tracks 

of them. The obtained tracks are visually similar. Each track represent  
the coordinate of each tracking point. Two of four tracks have a graphical 

representation similar to second order polynomial.  
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1. INTRODUCTION  

Depth of objects can be estimated from stereo image. In previous research, stereo image was 

obtained by using two pocket cameras (with improper alignment-vertical error) [1] or two omnidirectional 

sensors [2]. Other research use two omnidirectional cameras (both of them are built in vertical) [3], 

combination of convex mirror and concave lens [4], two cameras with two convex mirrors [5, 6],  

double lobed mirror [7], and hyperbolic double lobed mirror [8]. In this research, we only employ a single 

omnidirectional camera with a hyperbolic catadioptric. 

Catadioptric is one of the most important components of an omnidirectional sensor to produce  

an omnidirectional image. By using the catadioptric, all of the objects around the omnidirectional sensor can 

be seen in one omnidirectional image without any efforts to rotate the sensor. It means that this sensor has  

a wider field of view: 360°. There are many types of catadioptric and each catadioptric will give a different 

omnidirectional image. According to [9-15], the best type of catadioptric is catadioptric that has  

a hyperbolic shape. 

There are many advantages using omnidirectional sensor in computer vision. Some of them are 

using for face detection [16], soccer robot (based on obstacle detection) [17], matching and localization [18]. 

In the conventional stereo image processing, baseline is one of the parameters to find the depth of objects.  

By using a pair of camera/omnidirectional camera/catadioptrics, baseline can be determined from  
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the distance between cameras. Lukierski, Leutenegger, and Davison in [19] use an omnidirectional camera  

on mobile robot. Its baseline is determined by the length of the mobile robot’s track and the length of its track 

will affect the depth estimation. In this research, our baseline estimation is not affected by the length  

of the track. When we try to obtain the depth and map, we should know about baseline. Using an 

omnidirectional camera with a hyperbolic catadioptric, there is no information about baseline. Depth map can 

be developed using stereo triangulation calculation. Our proposed method only focuses on determining  

the flow of baseline. 

The flow of baseline in our method is estimated using panoramic image because next process  

is stereo triangulation calculation. The panoramic image is obtained by transformed the omnidirectional 

image into panoramic image. By using stereo triangulation and panoramic image, variable ( x ) should have  

a constant value in one axis [20] and the depth can be determined. This research produces images within 

different value in two axes ( ,x y ). It shows that panoramic image, especially each pixel (of the objects) has  

a unique flow that represented a certain pattern.  

From the unique flow of each pixel in the panoramic image, we can track each pixel using  

Lucas-Kanade’s optical flow algorithm [21-23]. In order to that, we have to move the camera continuously  

in horizontal axis from its original location and use an object for detection to produce the desired tracks.  

As the result, we obtain coordinates shifting of the object that is saved into a file and transform it into graphs 

to get baseline estimation. 

 

 

2. RESEARCH METHOD  

Image that is captured using omnidirectional sensor is called as omnidirectional image. It has  

a black-circle in the center of the image. Objects around it will be reflected into the catadioptric mirror  

and the CCD sensor from the camera will capture the objects. The omnidirectional image is transformed into 

panoramic image before calibration process. Afterward, we can use the panoramic images to obtain flow  

of baseline estimation. 

The structure of omnidirectional camera shown in Figure 1. The mirror or catadioptric should be put 

and centered on the upper of the camera. Uncentered mirror will cause a distortion in omnidirectional image 

transformation to panoramic image. To center the mirror to the camera, we use nuts, bolts, and springs that 

put in each corner of the mirror structure. In this research, we propose a method to estimate flow of baseline 

from omnidirectional images. 

 

 

 
 

Figure 1. System’s structure of our omnidirectional camera using webcam 

 

 

2.1.  The algorithm of estimation process  

Figure 2 illustrates all the methods that used in the flow of baseline estimation process. There are 

three (3) process. The first process is loading live image, transform omnidirectional image to panoramic 

image, and calibration. Second process is object detection and tracking the object’s points. The third process 

is to plot the points of the tracks into graphs, to find equation of baseline estimation’s flow, and to determine 

the coefficient of the equation. 

 

2.2.  Modelling of hyperboloid mirror 

The projection from hyperbolic catadioptric or hyperboloid mirror that produces an omnidirectional 

camera is shown in Figure 3. From Figures 3 and 4, the equation of hyperboloid mirror modelling is shown below. 
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where: = −2 2 a c b . So, the map for hyperboloid mirror can be calculate as follows: 
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From Figure 3, the equation is given, as follows: 

 

( )
 



+
= +

−−

2 2

2 22 2

2 1
tan tan

cos

b c bc
x

c bb c
 (4) 

 

 =tan
f

r
 (5) 

 

To simplify, hence: 
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focal point of the hyperboloid mirror is assumed on the principal point of the camera. So, (4) to (6) are 

simplified as follows:  
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By (3) and (8), the equation is given as follows: 
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where: 
f  = focal length of camera 
r  = radius in pixel 
R  = radius in world coordinate 

1 2 3a a a  = parameter of hyperboloid mirror 
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Figure 2. The flow of baseline estimation process 
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Figure 3. Geometry of hyperboloid 

catadioptric/mirror and projection of point from 

world coordinate on the image plane [24] 

Figure 4. Installation specification of hyperboloid 

catadioptric/mirror with axis  

is laid on the field [24, 25] 
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2.3.  Calibration method 

When the omnidirectional sensor is employed, some distortion will appear due to its lens  

(improper position). Omnidirectional sensor parameters should be adjusted properly to minimize  

the distortion. All of the parameter’s adjustment is called calibration. The calibration process is one  

of important step because the omnidirectional sensor is used to map objects inside a room. There are two 

parameters in a camera, extrinsic and intrinsic. Both of them describe the mathematical relationship between 

3D coordinates of real word scene and the 2D coordinates of its projection onto the image plane. Specifically, 

the intrinsic or internal parameter is used to represent the pixel coordinates of image point with  

the corresponding coordinates in the camera reference frame. The extrinsic or external parameter  

of the camera is the parameter that defines the location and orientation of real world coordinates to camera 

coordinates. Focal length in pixel ( ,x yf f ), principal point ( ,x yc c ), pixel size, radial distortion ( 1 2 3, ,k k k )  

and tangential distortion ( 1 2,p p ) represent the intrinsic parameters. The camera matrix is represented  

in 3×3 matrix.  
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This is of radial distortion. 
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And this is of tangential distortion. 
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Then, coefficient must be known is:  
 

( )= 1 2 1 2 3Distortion coefficients        k k p p k  (14) 

 

Matrix of rotation (R ) and translation (T ) are represented below. 
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2.4.  Panoramic transformation 

Omnidirectional image is transformed to be a panoramic image using Polar mapping. The Polar 

coordinate system is mapped into Cartesian coordinate system. Polar coordinate system is denoted by ( ,r  ) 

and in Cartesian coordinate system is denoted by ( ,x y ). Coordinate center of polar sampling is calculated 

using (17) and (18).  
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Value of Cartesian coordinate ( ,x y ) can be calculated from the Polar coordinate ( ,r  ) using trigonometry  

as follows.  
 

+ =2 2 2x y r  (19) 
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So, the correlation of Cartesian coordinate system and Polar coordinate system with ( ,c cx y )  

is the center point of the coordinate of omnidirectional image (Polar coordinate system) and are given  

as follows. 
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2.5.  Optical flow 

Intensity is one of the parameters in optical flow that used for representation the flow of every pixel 

in the image. Based on its characteristic, the track of each pixel can be estimated. We employ  

Lucas-Kanade’s optical flow algorithm. This algorithm combines some information from several nearby 

pixels to resolves the ambiguity [21-22].  

The Lucas-Kanade’s optical flow algorithm work as a pyramidal structure within process from  

the highest layer until the lowest layer [21, 23]. This algorithm assumes the transfer of information  

in the image between two images (frames) is less and almost constant by considering pixels nearby  

of p  coordinate. According to that, Lucas-Kanade assumes to maintain all pixels with a local window that  

is centered on p  coordinate. The of its velocity are given as follows. 
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And (22) in matrix Av b= , is represented in (23). 
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Where: 

21 , , .... , nq q q  = pixels in the window (or local window) 

( ) ( ) ( )  , ,yx i i t iI q I q I q = partial derivatives of image I in accordance with the position ( ,x y ) and the time ( t ) 

on pixel iq  at the time. 

Lucas-Kanade’s algorithm can be obtained using least square algorithm and it is called matrix system  

of 2 2x  
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Where, 
TA  is transpose of matrix A  and represented in the (25). 
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With the total summing are from i =1 until n . 
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3. RESULTS AND ANALYSIS 

The sample of image that was captured using our omnidirectional camera is shown in Figure 5.  

The omnidirectional image must be transformed into panoramic image in order to be processed using stereo 

triangulation. Figure 6 shows the result of panoramic image that was produced using polar mapping 

algorithm. The baseline estimation was calculated using coordinates shifting of an object in panoramic 

image. Coordinates shifting were obtained by moving the camera from one location to another location.  

Each coordinate is an image’s pixel that was represented by a point (green circle) in panoramic image.  

Each point was assigned on the surface of the object in panoramic image. We assign three and four (4) points 

in the detected object for different length of track (94 cm and 129 cm) and both of them is shown  

in Figures 6 (a) and (b). The points were used as tracking points in Lucas-Kanade’s optical flow algorithm.  

Figure 7 shows detection points in the board were successfully detected in three different image.  

Those images were captured from a different timestamp.  
 

 

  
 

Figure 5. Omnidirectional image 
 

 

 

(a) 

  

 

(b) 

  

 

(c) 

 

Figure 6. Panoramic image that was captured in a room within length of track;  

(a) 94 cm and (b) 129 cm, (c) Panoramic image that was captured in laboratory 
 

 

  
  

  
  

  
 (a) (b) 

 

Figure 7. Four detected points (a) on length of track 94 cm and three detected points (b) on length  

of track 129 cm in the object and the flow of them from the current frame to the next frame  
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The coordinates of tracking points were saved into a file in *.txt file format. The saved coordinates 

in the file were transformed into graph for each point. After the graphics were obtained for each point,  

the flow of baseline estimation was calculated. The data is tested in various conditions based on track’s 

length and horizontal distance of camera’s movement. Several data from tracking points are shown  

in Figures 8 and 9. Two of the tracks in both graphs obtain similar flow and the other tracks show an 

improper flow. The improper flow of the tracks occurs because of the difference light intensity in  

the panoramic image. This phenomenon occurs because of the points detection process use Lucas-Kanade’s 

optical flow algorithm. 

 

 

 
 

Figure 8. The tracking flow of detected points from 94 cm camera’s movement 

 

 

 
 

Figure 9. The tracking flow of detected points from 129 cm camera’s movement 

 

 

After we compute the estimation graphs, the coefficients of its are given as follows.  

 

=

=

0.001

0.349

a

b
 

 

The flow of baseline estimation is given as follows: 

 

= − + +2  0.001 0.349y x x c  (22) 

 

After we get the baseline estimation, that equation was tested by tracking object in a different length  

and different area Figure 6 (c). The result shows the track that was produced has similar flow. The value of c  

also different because it depends on the initial position of the tracking points that are not always the same. 
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4. CONCLUSION 

The proposed method to estimate the flow of baseline from a single omnidirectional camera  

is achieved. From the detected object, we choose three and four points to track and two of the tracking points 

have a similar flow. The flow of baseline estimation method that is obtained in this research shows a second 

order polynomial equation with value of 0.001a = and value of the 0.349b= . The constant value of c depends 

on the initial position of the tracking points. From several experiments that were conducted, we conclude that 

the equation of baseline estimation is not affected by length of tracking points. It is indicated by the same 

coefficient values of a and b . The equation of baseline estimation that was obtained will be used for  

the matching process in panoramic image.  
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