
TELKOMNIKA Telecommunication, Computing, Electronics and Control 

Vol. 18, No. 5, October 2020, pp. 2401~2411 

ISSN: 1693-6930, accredited First Grade by Kemenristekdikti, Decree No: 21/E/KPT/2018 

DOI: 10.12928/TELKOMNIKA.v18i5.14859  2401 

  

Journal homepage: http://journal.uad.ac.id/index.php/TELKOMNIKA 

Secure and reliable wireless advertising system using 

intellectual characteristic selection algorithm for smart cities 
 

 

Yousra Abdul Alsahib S. Aldeen, Haider Mohammed Abdulhadi 
College of Science for Women, Department of Computer Science, University of Baghdad, Iraq 

 

 

Article Info  ABSTRACT 

Article history: 

Received Dec 6, 2019 

Revised Mar 25, 2020 

Accepted Apr 11, 2020 

 

 Smart cities wireless advertising (smart mobile-AD) filed is one of  

the well-known area of research where smart devices using mobile ad hoc 

networks (MANET) platform for advertisement and marketing purposes. 

Wireless advertising through multiple fusion internet of things (IoT) sensors 

is one of the important field where the sensors combines multiple sensors 

information and accomplish the control of self-governing intelligent machines 

for smart cities advertising framework. With many advantages, this field has 

suffered with data security. In order to tackle security threats, intrusion 

detection system (IDS) is adopted. However, the existing IDS system are not 

able to fulfill the security requirements. This paper proposes an intellectual 

characteristic selection algorithm (ICSA) integrated with normalized 

intelligent genetic algorithm-based min-max feature selection (NIGA-MFS). 

The proposed solution designs for wireless advertising system for 

business/advertising data security and other transactions using independent 

reconfigurable architecture. This approach supports the wireless advertising 

portals to manage the data delivery by using 4G standard. The proposed 

reconfigurable architecture is validated by using applications specific to 

microcontrollers with multiple fusion IoT sensors. 
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1. INTRODUCTION 

Intrusion detection system (IDS) is playing a significant role for data security of wireless advertising 

data in mobile ad-hoc networks (MANET) platform. IDS systems are used to detect the known and unknown 

attacks [1-3]. The attacks detection on wireless advertising in mobile ad hoc networks is a difficult task than 

fixed wired networks, because of the nodes mobility and dynamic topologies [4, 5]. In these networks,  

the networks are more complex where maintenance and other complexities exist [6, 7]. Moreover, few more 

additional challenges are also present in the detection of attacks including lack of monitoring facilities for  

the mobile nodes in the network. Therefore, there is need to design more suitable approach to handle these 

networks characteristics and need to analyze the security attacks datasets to develop an efficient IDS. Recently, 

the attacks detection of intruders effectively on wireless advertising in MANET is processed using featuring 

approaches [8]. Classification methods are used to categorized the nodes into normal and abnormal which are 

based on certain conditions. Many soft computing techniques are introduced in the past with effective  

datasets [9]. Additionally, the existing classification techniques are not able to classify the datasets successfully 

https://creativecommons.org/licenses/by-sa/4.0/
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to detect the intruders with all kinds of attacks. In [10], a feature selection technique is introduced for improving 

the classification accuracy [11].  

In this context, this paper proposes a trust based routing protocol for find the suitable and secure routes 

in the network. Specifically, an Intellectual characteristic selection algorithm (ICSA) integrated with 

normalized intelligent genetic algorithm based min-max feature selection (NIGA-MFS) designs for effective 

pre-processing of intrusion detection dataset in wireless advertising frame work of smart cities.  

The rest of the paper is organized as follows: section 2 presents the related work in the domain. Section 3 

illustrates the proposed approach, its process, design and algorithm. Section 4 discusses the simulation results 

and discussion. Paper concludes in last section with future direction.  

 

 

2. RELATED WORK 

This section discusses the existing approaches to deal the security attacks in wireless  

advertising MANET.  

 

2.1.  Feature selection techniques 

Feature selection techniques are introduced by many researchers who are working in the areas of 

medical data mining, image processing and intrusion detection. In all these applications, feature selection is 

used to select the optimal number of features from the datasets consisting of more number of features.  

In the past, several research works have accomplished by various researchers. Among them, in [12] authors 

proposed the first incremental based algorithm for feature selection which is used to find the relevant features 

which are suitable to solve the problem with optimal number of features. In their work, the number of features 

and patterns are huge in their dataset.  

Therefore, the proposed and effective method for feature selection can help in dimensionality 

reduction. They also designed an incremental probabilistic algorithm as an alternative approach to  

the exhaustive and heuristic methods. In [13], authors proposed an incremental feature selection algorithm 

(IFSA) which is dynamic in nature for taking decisions over the different functionalities. This algorithm is 

capable to avoid the re-computation process instead of retraining the subset from scratch. In [14], authors 

developed a new evolutionary-incremental framework for feature selection. This framework is applied on an 

ordinary evolutionary algorithm called genetic algorithm. This framework introduced some generic 

modifications on ordinary evaluation algorithms which are compatible with the variable length of solutions. 

Moreover, this framework is deployed for performing classification operation with two new operators 

namely addition and deletion operators which change the length of solutions randomly.  

In [15], authors proposed a new unsupervised feature selection method for effective decision making 

over the dataset. In [16], authors proposed a new model for feature selection based on combination of 

incremental mixed variable ant colony optimization (IACOMV) and support vector machine (SVM) for solving 

the model selection problems effectively. In [17], authors proposed a machine learning algorithm version of 

the binary bat algorithm (BBA) for performing effective classification. However, all discussed approaches are 

not suitable for feature selection in intrusion detection applications [18]. Moreover, the existing feature 

selection algorithms are more complex and hence they consume lot of time for convergence. Therefore, a new 

feature selection algorithms needed to address the existing approaches limitations and best solution for 

selecting optimal number of features.  

 

 

3. INTELLECTUAL CHARACTERISTIC SELECTION ALGORITHM (ICSA)  

Due to random deployment of static sensor nodes and environmental factors, existence of many issues 

and loop holes in wireless sensor networks (WSN) is inevitable in smart cities. These limitations result in 

reducing the data transmission performance in terms of data reliability, data transfer in wireless advertising 

and in energy consumption in wireless advertising frameworks. Consequently, the fulfill the all network 

requirements is an important factor for prolonging the network lifetime on wireless advertising in MANET 

platform. The proposed framework shows in Figure 1.  

The network lifetime of the internet of things (IoT) sensor nodes can be improved by deploying  

the additional mobile sensors and static sensor deployment. Finding the number of additional IoT sensors in 

the networks leads to optimization problem. Intellectual characteristic selection algorithm (ICSA) presents to 

obtain the best/optimal coverage with high reliability of data transfer of network area by IoT sensor nodes.  

The required numbers of static sensors are deployed randomly in the monitoring area. After deployment  

of the sink nodes, nodes send a hello message to all other sensor nodes in the network, as a reply the nodes 

send their location and node_id to sink node. By using these information, sink nodes apply the binary detection 

model to detect the holes in the coverage of monitoring region during information transmission on wireless 
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advertising platform. After obtaining the coverage map, the sink calculates the optimal number of additional 

sensor required and deploys those mobile sensors randomly. Each mobile sensor is modeled as a charged 

particle in electromagnetism algorithm and the ICSA algorithm calculates the total force applied on the mobile 

sensor by neighbor’s IoT sensors and fitness (Ai) values.  

 

𝐴𝑖 =  [𝑊1 ∗  𝐼𝑛𝑓𝑜 𝐺𝑎𝑖𝑛 𝑟𝑎𝑡𝑖𝑜 (𝐼𝐺𝑅) (𝐴𝑖)  +  𝑊2 ∗  𝐼𝐺𝑅 (𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛 (𝐴𝑖))  
+ 𝑊3 ∗  𝐼𝐺𝑅 (𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟 (𝐴𝑖, 𝐴𝑗) ]/[𝑊1 + 𝑊2 + 𝑊3];  (1) 

 

𝐴𝑖 >=  𝑇ℎ 𝐴𝑁𝐷 𝐴𝑗 >=  𝑇ℎ        (2) 

 

𝑆𝑆 =  𝑆𝑆 𝑈 (𝐴𝑖) 𝑈 (𝐴𝑗);         (3) 

 

𝐴𝑖 >=  𝑇ℎ 𝐴𝑁𝐷 𝐴𝑗 <  𝑇ℎ       (4) 

 

𝑆𝑆 =  𝑆𝑆 𝑈 (𝐴𝑖);         (5) 

 

𝐴𝑖 <  𝑇ℎ 𝐴𝑁𝐷 𝐴𝑗 >=  𝑇ℎ       (6) 

 

𝑆𝑆 =  𝑆𝑆 𝑈 (𝐴𝑗);         (7) 

 

From the (1-4) denote the fitness function to check the Info gain ratio (IGR) and features are selected 

(SS) based on the threshold (Th) AND fitness (Aj) function as presents in the Algorithm 1. The total force 

determines the direction of the mobile node; move the mobile node accordingly; if the mobile node is not in 

optimum position, then apply genetic operators on the location of the sensor and apply AVFA algorithm.  

This will continue till all the mobile sensors are moved to optimal location. 

 

 

 

 
 

Figure 1. Overall operation of the proposed framework for wireless advertising 
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In this work, ICSA is proposed with the combination of GA and IAASA. Here, IAASA selects  

the initial subsets and then applies the crossover fitness selection (CFS) formulation for finalizing the exact 

features which are useful for identifying the four types of attacks. Finally, the hidden semi-Markov model 

(HSMM) [19] and SVM [20] are used for classification for selected features. These classification tasks are 

carried out using the existing classifier to test the performance of the proposed feature selection algorithms. 

The IAASA uses the IGR which is computed using the (8-10).  

 

𝐼𝑛𝑓𝑜(𝐷) = − ∑ [
𝑓𝑟𝑒𝑞(𝐶𝑗 , 𝐷)

|𝐷|
]

𝑚

𝑗=1

 𝑙𝑜𝑔2  [
𝑓𝑟𝑒𝑞(𝐶𝑗, 𝐷)

|𝐷|
] (8) 

 

𝐼𝑛𝑓𝑜 (𝐹) = − ∑ [
|𝐹𝑖|

|𝐹|
]

𝑛

𝑖=1

 × 𝑖𝑛𝑓𝑜 (𝐹𝑖) (9) 

 

𝐼𝐺𝑅(𝐴𝑖) =  [
𝐼𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜(𝐹)

𝐼𝑛𝑓𝑜(𝐷) + 𝐼𝑛𝑓𝑜(𝐹)
]  × 𝐼𝑛𝑓𝑜(𝐹𝑖) (10) 

 

Here, D is the dataset, Ci is the fragments made from the dataset, F is the feature set with Fi as the feature  

and IGR indicates the information gain ratio (IGR). The word info indicates the information gain values. Now, 

the steps of the proposed Algorithm 1 are as follows: 

 

Intelligent agent based incremental feature selection algorithm 
Step 1:  The intelligent agents divide the dataset D into n subsets of equal size and 

named as C1, C2,…Cn.  

Step 2:  Agent computes the IGR value for every attribute (Ai) of the dataset using (4) 

to obtain the value of IGR(Ai) and is expressed as:  

 

𝐼𝐺𝑅(𝐴𝑖) =  [
𝐼𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜(𝐹)

𝐼𝑛𝑓𝑜(𝐷) + 𝐼𝑛𝑓𝑜(𝐹)
] × 𝐼𝑛𝑓𝑜(𝐹𝑖) 

 

Step 3:  The agent selects a feature from dataset which has maximum IGR. 

Step 4:  Now the agent divides the sub datasets Ci into two subsets based on their 

distance between the neighbour nodes. 

Step 5:  Make the first part of each subset as parents in the genetic algorithm.  

Step 6:  Compute the fitness values using the formula  

 Fitness (Ai) = [ W1 * IGR (Ai) + W2 * IGR (Mutation (Ai) ) + W3 * IGR (Crossover 

(Ai, Aj) ] / [W1+W2+W3]; 

 Fitness (Aj) = [W1 * IGR (Aj) + W2 * IGR (Mutation (Aj)) + W3 * IGR (Crossover 

(Ai, Aj)] / [W1+W2+W3]; 

Step 7:  If Fitness (Ai) >= Threshold AND Fitness (Aj) >= Threshold then 

      Selected feature set SS = SS U (Ai) U (Aj); 

Step 8:   If Fitness (Ai) >= Threshold AND Fitness (Aj) < Threshold then 

 Selected feature set SS = SS U (Ai); 

Step 9:  If Fitness (Ai) < Threshold AND Fitness (Aj) >= Threshold then 

       Selected feature set SS = SS U (Aj); 

Step 10:  If Ai is included in SS then select the next attribute from the first subset 

and call it as Ai  

Step 11:  If Aj is included in SS then select the next attribute from the second subset 

and call it as Aj  

Step 12:  Repeat this process until all attributes are tested with the rules used in this 

procedure.  

Step 13:  Return SS 

Step 14: If No attributes are selected then change the Threshold with Threshold = 

Threshold * 0.9 and go to step 6. 

 

Further in order to improve the reliability and classification accuracy NIGA-MFS algorithm is used 

for wireless advertising in smart cities. In this work, all the dataset is converted into a standard format which 

uses the numerical values between 0 and 1 so that it is easy to compare during the classification process.  

For this purpose, the minimum and maximum values are considered as the boundaries for each attribute  

and the attribute length is computed using the difference between the maximum and the minimum values.  

The normalized value is computed using the formula given in (11). 

 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑉𝑎𝑙𝑢𝑒 (𝐼) =
𝐺𝑖𝑣𝑒𝑛 𝑉𝑎𝑙𝑢𝑒 (𝐼)

(𝑀𝑎𝑥 𝑉𝑎𝑙𝑢𝑒 – 𝑀𝑖𝑛 𝑉𝑎𝑙𝑢𝑒)  
  (11) 
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where, I indicate the Ith data record, given value is the present value, normalized value is the computed value 

which lies between 0 and 1, max value is the maximum value of the values for the particular attribute and Min 

value is the Minimum value of the values for the particular attribute. The input data are normalized on each 

record by dividing the max-min value by the maximum value and hence all the data are converted into uniform 

format with a range of values from 0 to 1. This pre-processing helps the decision making process to carry out 

easier comparisons. For this purpose, a new feature selection algorithm called GA based Min-Max feature 

selection algorithm is proposed. The steps of the NIGA-MFS Algorithm 2 are as follows: 

 

Normalized intelligent GA based min-max feature selection (NIGA-MFS) algorithm 
Input: All features (Fi, i=1 to n), Number of generations K, Population size PS, 

Crossover probability (CPi), Mutation probability (MPi).  

Output:  Set of selected features SFi, i = 1 to m.  

NIGA-MFS ( ) 

Begin 

Step 1:  Initialize the population from the dataset as Fi, i=1 to n; n =41, Maximum 

number of generations = 1000; 

Step 2:  Convert the features into feature numbers n binary form to represent them using 

1s and 0s.  

Step 3:  Form two parents by selecting two attributes at random  

Step 4:  Remove them from Fi and name them PA1 and PA2. 

Step 5:  Initialize SFi = { } and Generation count = 1; 

Step 6:  Initialize the weights with W1=0.6, W2=0.4, CPi =0.5 and MPi=0.5. 

Step 7:  For each chromosome Fi present in the selected attributes population 

 { 

i. Apply uniform crossover with a probability CPi and mutation operation with 

probability MPi. 

ii. Find the normalized Min-Max value using the formula  
 Min-Max Value (I) = Given Value (I) / (Max Value – Min Value)  

iii. Evaluate Fitness (i)= [ W1 * RoundOf (Min-Max Value(i)) +  

 W2 * TruncateOf (Min-Max Value(i)+0.5)] / (W1 + W2) 

iv. If fitness value of Fi > Threshold Then  
 FSi = FSi U Fi 

Else  

       Read next attribute 

Step 8:  If Generation_Count < 1000 Then  

 Go to Step 7 

Step 9:  Return FSi. 

 

The results of the feature selection algorithm and the classification algorithms with full features and 

selected features are selected using the proposed feature selection algorithm for reliable data transfer which is 

discussed in the results and discussion section. 

 

 

4. RESULTS AND DISCUSSION 
The efficiency of the ICSA is integrated with NIGA-MFS for optimal feature selection for reliable 

data transfer in wireless advertising for smart cities in MANET platform with IoT sensors is analyzed in this 

section. The proposed method successfully detects the sensible region which examines the optimized cluster 

centers for reliable data transmission and members that leads to create the effective transmission path from 

source to destination in smart city environment. Then the performance of the proposed system is analyzing by 

using the following metrics. 

a) Coverage fraction 

Coverage fraction is metric to analyze, how the neighbor nodes are successfully examining while analyzing 

the sensible nodes in wireless sensor networks of smart cities.  

b) Energy consumption 

Energy consumption is one the important metric that is used to measure how much power is consumed 

while transmitting the information from source to destination without making any information loss.  

c) Accuracy 

The last metrics is accuracy in which the cluster formation efficiency is examined. Accuracy is analyzed 

in terms of using number of nodes along with number of clusters.  

By using the above efficiency metrics, excellence of the system is evaluated with the help of simulation setup, 

which is discussed as follows. 

The excellence of proposed technique performance is analyzed using simulation setup that is 

compared with traditional methods. During the implementation process, the proposed system uses  

the following simulation parameter that is listed in the Table 1. 
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Table 1. Simulation parameter 
Simulation Parameter Parameter Value 

Simulator NS2 (v.2.29) 

Transmission Range 500*500 square meters 
Bandwidth 4 Mbps 

Interface Queue Length 45 

Packet size 512 bytes 
Traffic type CBR 

Packet rate 20 packets/sec 

Topology size 700 * 700m2 
Number of nodes 20,30,…50 

Number of trials 30 

Simulation Time 800 sec 
Maximum Speed 40 m/s 

Counter Threshold ( C ) 6 

RAD Tmax 0.02 seconds 

 

 

After simulation network simulator (NS2) setup, the next step is implementation of ICSA- NIGA-MFS and 

the graphical representations are created for examining the system efficiency. Along with the simulation setup,  

the efficiency of the system is analyzed in terms of different performance metrics such as coverage fraction, accuracy 

of cluster and energy consumption metrics. Depending on the various discussions cluster head and centroid node is 

selected using the ICSA integrated NIGA-MFS with effective manner. Then the efficiency of cluster is examined in 

terms of precision, recall and accuracy metrics, which is explained as follows. 

a) Recall 

Recall is also called as the true positive rate which helps to determine how exact the cluster head is 

chosen from the collection of nodes. The recall value is calculated as follows, 

 

Recall =
True positive

True positive + False Negative
 (12) 

 

In (12), recall value is estimated, if the system ensures high true positive rate then the method successfully 

selects the exact cluster with effective manner.  

b) False negative rate (FNR) 

False negative rate is also called as miss rate that measures how much fraction of the elements 

classified as negative is false. The FNR value is estimated as follows: 

 

False Negative Rate =
False Negative

True Positive + False Negative
 (13) 

 

In (13), false negative rate is estimated, if the system ensures low negative rate then the method successfully 

selects the exact cluster with effective manner. 

c) Precision 

Precision is also called as Positive Prediction Value (PPV), it shows how much fraction of  

the elements truly positive is classified as positive. Higher PPV means better classification. The Precision value 

is estimated as follows, 

 

Precision =
True Positive

True Postive + False Positive
 (14) 

 

Based on the (14) precision, recall values, accuracy is estimated as follows. 

d) Accuracy (ACC) 

Accuracy shows how much fraction of the total elements classified correctly. Higher ACC means 

better classification. It is calculated as follows in (15). 

 

Accuracy =
True Positive + True Negative

(True positive + True negative + False positive + False Negative)
 (15) 

 

Based on the above accuracy metric, the obtained clustering accuracy value is shown in Table 2. 
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Table 2. Performance analysis of clustering accuracy 
 IACOMV SVM BBA ICSA-NIGA-MFS 

Accuracy 0.75 0.84 0.83 0.97 

precision 0.74 0.85 0.76 0.98 

Recall 0.83 0.54 0.66 0.89 
False Negative Rate 0.91 0.6 0.71 0.55 

 

 

Based on Table 2, ICSA-NIGA-MFS (accuracy-0.97%, precision-0.98% and recall-0.55%) is more 

reliable in data transfer when compared to other methods such as IACOMV (accuracy-0.75%, precision-0.74% 

and recall-0.83%) SVM (accuracy-0.84%, precision-0.85% and recall-0.54%), BBA (accuracy-0.83%,  

precision-0.76% and recall-0.66%) and ICSA-NIGA-MFS (accuracy-0.97%, precision-0.98% and recall-0.55%). 

Based on Table 2, it is clearly showing that the ICSA integrated NIGA-MFS ensures the high accuracy while 

detecting exact cluster head, and eliminating the false nodes while transferring data in wireless advertising for 

smart cities when compared to the other methods. Even though introduce method effectively form the region and 

clusters with high accuracy, the network must consume minimum energy that leads to improve overall network 

lifetime while transmitting data from source to destination in wireless advertising for smart cities. The low 

utilization of energy leads to improve the overall transmission rate which also eliminates several difficulties.  

So, ICSA integrated NIGA-MFS algorithm in cluster head to collect the data from base station from the member 

nodes by multi-hop manner, which saves the energy consumption of cluster head and participants in WSN of 

smart cities. In IACOMV and EMHR protocols, energy burden is due to the long-haul communication links 

between header and the cluster members. However, the energy dissipation is directly relative to the exponent of 

data transmission distance. The energy consumption of the ICSA integrated NIGA-MFS algorithm is less than 

that of IACOMV, SVM and BBA [21]. Less energy consumption means longer lifetime of network and then  

the graphical representation of residual energy is shown in Figure 2. Table 2 shows the energy consumption where 

energy measurement is based on joules. 

 

 

 
 

Figure 2. Performance analysis based on energy 

 

 

As shows in Figure 2 is the proposed ICSA integrated NIGA-MFS obtained a high energy saving 

which leads to improve overall network [22] lifetime. Depending on the above simulation result, the ICSA 

integrated NIGA-MFS algorithm transmits the data from one node to another node by consumed minimum 

power that used to maintain the network lifetime when compared to other methods for wireless advertising in 

smart city environment. In addition to this, effective utilization of nodes, network routing [23] and power 

reduces the other failures in network with effective manner. 

The above Figure 3 shows that the comparison of coverage fraction for the various models are 

recognized sensitive region from the defined coverage area with reasonable simulation runs in defined  
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area [24]. The obtained coverage fraction is better for ICSA integrated NIGA-MFS when compared to  

the existing sensing IACOMV, SVM and BBA. This successful examination of sensing region helps to analyze 

the number of nodes in region with effective manner that used to form the cluster with different number of 

rounds and nodes in sensor network for smart city framework [25].  

As shown Figure 4, depending on the number of cluster nodes efficiency, the successful formations 

of cluster enhance the data transmission process by maximizing the network lifetime in wireless advertising 

framework for smart city platform. The formed cluster leads to reduces the high-energy consumption while 

transmitting the data from source to destination node in smart city platform which helps to improve  

the efficiency of the network. 

 

 

 
 

Figure 3. Performance analysis based on coverage fraction 

 

 

 
 

Figure 4. Performance analysis based on efficiency 
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Figure 5 depicts the comparison of average time taken between ICSA integrated NIGA-MFS 

compared to the existing sensing IACOMV, SVM and BBA models. It is visible that ICSA integrated  

NIGA-MFS outperforms in comparison with the other three algorithms. ICSA integrated NIGA-MFS  

ahead with minimum computational time and the minimum computational time is due to the membership 

function evaluation.  

As shown in the Figure 6, however, ICSA integrated NIGA-MFS has lesser time for data transmission 

between the IoT sensor nodes in smart city platform, which grows exponentially as the size of the IoT nodes 

and links increases in smart city platform. ICSA integrated NIGA-MFS achieves the optimal solution in  

a maximized network lifetime for the node generation with less optimum time than IACOMV, SVM and BBA 

models. Thus the proposed solution shows the optimal set of features which are selected by the proposed 

intelligent incremental feature selection algorithm. 

 

 

 
 

Figure 5. Average computational time analysis 

 

 

 
 

Figure 6. Average computational time with optimum solution 
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5. CONCLUSION 

In this paper, ICSA integrated NIGA-MFS algorithm is proposed for wireless advertising system.  

The proposed feature selection algorithms along with classifiers is used and itis observed that both the feature 

selection algorithms increased the classification accuracy. Moreover, ICSA integrated NIGA-MFS algorithm 

provided better results than the feature selection using the ICSA due to the use of normalization with genetic 

algorithms. Both the algorithms reduced the classification time in comparison with IACOMV, SVM and BBA 

models. Hence, the ICSA-NIGA-MFS achieves better performance in terms of classification accuracy and 

classification time by the use of the proposed pre-processing techniques which is most suitable for wireless 

advertising in smart city environment for reliable data transmission. In future, the proposed algorithm will apply 

on other domain like, smart grids, edge computing, industrial IoT and underwater sensor networks.  
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