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 Electronic nose (e-nose) has been developed and implemented in a wide 

area, included in food industries. This study was conducted to investigate the 

performance of an e-nose that utilizes a packed gas chromatography column 

and a gas sensor for classification of synthetic flavor products. There were 

six aroma variants of synthetic flavor evaluated, namely durian, jackfruit, 

ambonese banana, melon, orange and lemon. The e-nose was designed with 

four main parts, namely aroma provider, column and detector room, 

microcontroller, and data acquisition system. The device was operated 

automatically at a stable temperature of 60 °C. Collected data consisted of 

ten data of each sample was preprocessed by baseline equalization and 

normalization, extracted its distinctive feature and then were analyzed 

through pattern recognition analysis. There were two kinds of methods used 

to analyzed the patterns of the data, namely a fuzzy c-means clustering and 

an artificial neural network (ANN). With the fuzzy c-means clustering, 

the result was six data clusters with an unbalanced number of members, 

indicated that this analysis could not classify samples properly. Meanwhile, 

analysis with the ANN could classify properly the samples with the level of 

accuracy of 70%. 
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1. INTRODUCTION  

The quality of food and beverage products can be assessed based on various parameters such as 

appearance, taste, aroma, packaging, and price. For some products, aroma plays an important role in 

determining its quality. Aroma is produced by the content of volatile substances of the products. Aroma can 

be recognized by humans through their olfactory system. The volatile substances of the products are carried 

by the air inhaled by humans, enter the nasal cavity, received by olfactory receptors and then transmitted as a 

chemical signal to the brain, inside it, the signal is translated into a recognizable aroma [1]. The ability of the 

human nose to recognize aroma has been widely used to assess the quality of food and beverage products, 

especially products that have a distinctive aroma, such as: food, coffee and tea, which is referred as sensory 

test. Sensory test in the food and beverage industry is carried out by presenting several experts as panelists. 

Sadly, there are several shortages of this method that can be identified, including high costs, time consuming, 

varying between panelists, labor intensive and prone to errors, considering that panelists assessments can be 

affected by various things such as health and emotional condition of the panelists [2]–[4]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Standardized methods of aroma assessment should be applied to overcome the shortages of sensory tests, 

one of them is by using an electronic nose (e-nose). E-nose is a kind of device that is developed with the working 

principle for imitating the human nose. Today, the device of an e-nose has been widely developed and investigated 

for various food industry activities, such as quality control [5], [6], fruit [3], tea [7]–[9], and coffee [10] aroma 

classification, meat [11]–[13] and fish [14], [15] degree of freshness identification, and also used for many medical 

purposes [16], [17]. E-nose has been developed with various types of design and technology, but in general, 

the e-nose consists of a series of hardware and software that can capture, shape and recognize the aroma of a 

substance. Most of e-nose constructed by a gas sensor array in order to substitute the function of the human 

olfactory receptor. The gas sensor is highly favored due to its ability to produce a change in resistance when the 

sensor is exposed to certain compounds. The type of gas sensor that is often used is the metal-oxide-semiconductor 

(MOS) sensor, such as the Taguchi gas sensor (TGS), because it is relatively easy and simple to use. Some other 

types of gas sensors used in electronic nose are quartz crystal microbalance [7], [18], surface acoustic wave [19] and 

flame ionization detectors [20]. Another type of an e-nose is constructed by combining a gas chromatography 

column or gas partition column with a gas detector. The new model of the e-nose is inspired by the advances 

in food analysis that are trusted today with the use of gas chromatographic (partition column) analysis. 

The partition column in this device is used to substitute the sensor array in profiling of samples. By applying 

the column, profiling of sample can be obtained from a single detector. Therefore, the type of e-nose usually 

only applied a single gas sensor instead of a series of sensors. The utilization of a gas chromatographic 

column for developing an e-nose technology has been reported in [3], [18]–[21]. This variation of e-nose 

works on the principle of compound separation.  

Recent studies reported a good performance of an e-nose equipped by a gas chromatography column 

on a single compound evaluation [19], [21], meanwhile, other studies found out that this design could 

classify natural ingredients, such as fruit [3] and whisky [20]. For now, implementation of this design for 

synthetic ingredients, such as synthetic flavor, are seldom investigated. Flavor is one of additive ingredients 

that is usually mixed in food processing in order to provide a specific taste, aroma and texture. Based on its 

ingredient, there are two types of flavors namely natural flavor and synthetic flavor. Radi et al. [22] reported 

that classification of synthetic flavor aroma can be done by using an e-nose that consists of a series of gas 

sensors. This result shows that there is a potential of e-nose implementation in the processing of synthetic 

flavor. Therefore, this study was carried out to evaluate the performance of an e-nose prototipe constructed 

with a combination of a gas chromatography column and a metal oxide semiconductor gas sensor for 

synthetic flavor classification. 

 

 

2. METHOD 

2.1.  Sample 

Samples of this study were synthetic flavors with six variants of aroma, namely durian, jackfruit, 

ambonese banana, melon, orange and lemon. All of them have a same trademark. These variants were chosen 

randomly from several aroma variations that are produced by the trademark in question. Composition of each 

flavor variant are listed in Table 1.  

 

 

Table 1. Samples composition 

Ingredients 
Flavors 

Durian Jackfruit Ambonese banana Melon Orange Lemon 

Glucose syrup ✔ ✔ ✔ ✔ ✔ ✔ 

Natural sweetener 

sorbitol 
✔ ✔ ✔ ✔ ✔ ✔ 

Vegetable 

stabilizer 
✔ ✔ ✔ 🞭 ✔ ✔ 

Propylene glycol 
carrier 

✔ ✔ ✔ ✔ ✔ ✔ 

Synthetic vanilla 

flavor 
✔ ✔ ✔ ✔ ✔ ✔ 

Synthetic coloring ✔ ✔ ✔ ✔ ✔ ✔ 

Ethyl maltol ✔ ✔ ✔ ✔ ✔ ✔ 

Additional 
ingredients 

Synthetic 
durian flavor 

Synthetic 
jackfruit flavor 

Synthetic 
ambonese flavor 

Synthetic 
melon flavor 

Natural 
orange flavor 

Synthetic 
lemon flavor 

   Isoamyl acetate Synthetic milk 

flavor 

  

    Ethyl acetate    
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2.2.  Electronic nose design 

This study was carried out by using an e-nose that was previously designed and used in [3]. The e-nose 

was equipped with the same packed gas chromatography column combined with a gas sensor of TGS 2620 as 

detector. The device is composed of four main parts namely an aroma sample handling and delivery system, 

column and detector room, microcontroller, and data acquisition system. The schematic design of the e-nose 

can be seen in Figure 1(a), while the real hardware can be seen in Figure 1(b), and the configuration inside 

the column and sensor room can be seen in Figure 2. 
 
 

 
 

(a) 
 
 

 
 

(b) 
 

Figure 1. Design of the electronic nose: (a) schematic design and (b) picture of electronic nose 
 

 

The sample handling and delivery system consisted of a sample vial, two 3-way solenoid valves, a 

flow meter and an oxygen tank equipped with an oxygen regulator. Oxygen was chosen as the carrier gas to 

carry aroma of the sample from the sample vial to the chromatography column and sensor. Oxygen was 

selected to replace the environmental air which was used in [3], in order to minimize the possibility of another 

substance presence from the air in the aroma mixture that allows the emergence of inaccurate observations. The 

addition of a flow meter was used to regulate and observe the flow rate of oxygen gas during the data 

collection process. The sample vial was made of 2 mm thick metal consisting of a lid and a container. It was 

also equipped with 4 locks and 2 turning pneumatic fittings for a 4 mm outer diameter hose. 

The chromatography column and gas sensor were housed in a metal chamber with a thickness of 3 mm. 

The room was equipped with a heater, a DS1620 temperature sensor and a fan that had a function of keeping 

the room temperature constant during the data collection process at predetermined settings. The gas sensor 

was selected due to its high sensitivity to vapors of organic substances. In addition, the gas sensor requires 

only a relatively small operating current. The relationship between sensor resistance and gas concentration is 

linear on a logarithmic scale, ranging from a few ppm to several thousand ppm [9]. 
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Figure 2. The configuration inside the column and sensor room 
 

 

The microcontroller used in this study was the ATmega8535 which had been assembled in the 

development tools - automatic voltage regulator (DT-AVR) low-cost micro system module and equipped with an 

oscillator with a frequency of 4 MHz. The microcontroller regulated the performance of the other hardware so 

that they could work automatically during the data collection process and ensured that the amount of aroma 

that enters the column and detector was always the same in each data collection process. The microcontroller 

also acted as an analog to digital converter (ADC) which received a response from the gas sensor and 

converted it into digital data of the sensor output voltage change to be sent to the data acquisition system. The 

microcontroller read and sent the response of sensors every 1 second. 

Acquisition of the data sent by the microcontroller to a computer. Received data were the response of 

the gas sensor and the temperature sensor during data collection. Data were then displayed as a chromatogram 

and stored in a computer-based file (.mat) and in the form of a spreadsheet-based file as a backup. Besides 

receiving data, electronic nose performance control was also carried out using this system. Electronic nose 

performance regulation was done by clicking a specific button to send an appropriate code that have been 

programmed into the microcontroller. After several data of entire samples were collected, data analysis and 

aroma recognition could be done directly using available pattern recognition features, such as fuzzy c-means 

clustering (FCM) and artificial neural network (ANN). 
 

2.3.  Data collection 

Before data collection was carried out, an e-nose must be prepared and ensured that it could work 

properly. Once turned on, the temperature regulation function executed to activate the heater and began 

raising the temperature of the column and sensor room up to 60 ºC. During the temperature regulation 

process, oxygen regulator tap was opened so oxygen began to flow to clean the column and sensor from the 

remnants of previous sample aroma exposure. The data acquisition system would receive data from the 

microcontroller and display it on the screen as a chromatogram that shows a plot of the sensor response 

versus time. The cleaning process lasted for 15 minutes or until the chromatogram showed a stable sensor 

response. 

Data collection began by preparing and putting a sample into the sample vial. Amount of sample 

used in each data collection was 5 ml. The sample vial was then tightly closed for 5 minutes, so the 

headspace of the vial would be saturated by sample aroma. After 5 minutes, data collection could be started. 

Data collection would run automatically in a series of 3 processes. The first process was referencing that lasted 

for 60 s in which the valve was closed and oxygen flowed directly into the chromatography column without 

going through the sample vial. This process was carried out to obtain the baseline value (sensor drift), the sensor 

response without the exposure of sample aroma. The second process was sampling that lasted for 180 s. 

During this process, the valve opened and oxygen flowed through the sample vial. Oxygen mixed with the 

sample aroma and continued to flow towards the chromatography column. 

The third process was profiling that lasted for 35 minutes (2100 s). Once profiling started, the valve 

was closed and oxygen flowed directly into the chromatography column again. Profiling was a process in 

which the sensor detected the analytes contained in the sample aroma that had been separated by gas 

chromatography column. The column retained a certain number of analytes for some time as the consequence 

of their interaction with the stationary phase inside the column. Analytes that did not interact with the 

stationary phase would leave first and vice versa. The analytes that had come out of the column flowed to the 

TGS 2620 sensor that result in the change of sensor conductance which then converted by microcontroller 

into a digital data of the change of the sensor output voltage, sent to the data acquisition system, received and 

presented as a chromatogram. Exposure to an analyte was indicated by the increment of the sensor response. 

During the data collection, the temperature of the column and sample room and the oxygen flow was kept 

stable at 60 ºC and 0.7 Nl/min respectively. 
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Once the profiling process was completed, the column and sensor were cleaned by continuously 

flowing oxygen for several time until the chromatogram showed a stable sensor response. Duration of the 

profiling process was determined based on the result of prior trial and error. This duration is strongly 

influenced by the carrier gas flow rate and operating temperature due to the influence of both parameters on 

the compound separation process. Larger carrier gas flow rate will reduce the retention time (the time it takes 

for a compound to pass through the column) and vice versa, especially for carbon compounds in food 

products [23], [24]. The lower retention time the faster the sample aroma compounds will flow out from the 

column, interact with the gas sensor and cause a response. The effect of operating temperature on retention 

time shows the same relationship as carrier gas flow rate, where a higher temperature reduces retention time. 

The higher temperature is thought to decrease the ability of the compound to interact with the stationary 

phase, so it leaves the column faster. In general, a low interaction with the stationary phase will result in an 

output with poor separation, but in some cases, high temperatures are required for better separation of 

compounds. Because when the temperature is too low, the compounds may be condensed inside the column 

and non-optimally separated [25]. 
 

2.4.  Data analysis 

Data analysis of this study was conducted based on the collected sensor responses only, while the 

impact of either the identity or concentration of the odor-forming volatile compounds of the sample to the 

result of the analysis was not further evaluated. Data analysis was carried out through some steps as outlined 

in Figure 3. Data analysis began by preprocessing the collected data with baseline equalization and 

normalization, which carried out using following: 

− Baseline equalization 
 

𝑥′[𝑖] = 𝑥[𝑖] − 𝑅 (1) 
 

− Normalization 
 

𝑥′′[𝑖] =
𝑥′[𝑖]

(𝑥′[𝑖]) 
 (2) 

 

Where 𝑥′′ normalized data, 𝑥′ baseline equalized data, 𝑅 baseline value (minimum sensor response during 

referencing process of each data collection iteration) and 𝑥 raw data. From the normalized data, the distinctive 

features of the data are then extracted in order to reduce the dimension of the data. The feature extraction was 

done by taking a part of data inside a specific time range that could show the distinctive feature of the entire 

samples. Distinctive features could be the size of sensor response increment or when and how long an 

increment occurred. The determination of the time range in question was based on the trend of each 

chromatogram of sample. 

Extracted features were used as an input of pattern recognition analysis. There were 2 methods of 

pattern recognition analysis that was done in this study, namely FCM clustering which was an unsupervised 

method and artificial neural network which was a supervised method. Unsupervised method means that the 

analysis doesn’t need the presence of an explanation about in which class a data belongs to. FCM separates 

data into a specific number of groups or clusters based on the similarity between the patterns of each data. 

The data separation is done by giving each data a membership value of each cluster. The membership value 

is fuzzy, that means, the value is between 0 and 1 that indicates the data level of membership to a specific 

cluster. Higher membership value of a cluster indicates that data in question does strongly belong to that 

cluster. The membership value is counted based on the euclidean distance of each data to the center of each 

cluster [26], [27]. 

Supervised pattern recognition analysis method used in this study was pattern recognition neural 

network. The network was constructed by 2 hidden layers consisting of 250 and 100 nodes respectively. 

The transfer function of both hidden layers and the output layer was configured to be logsig, so it would 

produce an output that ranges between 0 and 1. The network was trained using the resilient backpropagation 

training algorithm which was chosen due to the results of the performance comparison between some training 

algorithms as reported in [28], where the resilient backpropagation algorithm together with the conjugate 

gradient algorithm has the best performance for pattern recognition purposes.  

Twenty networks trained in this study then the network with the best accuracy of test data set 

classification would be chosen. Five data of each sample that selected randomly were used as the network 

training data set, while the rest used as the test data set. Performance of the network was evaluated based on 

its mean squared error (mse). Expected error value and maximum iterations allowed was 1e-3 and 15.000 

respectively. In the resilient backpropagation algorithm, there are 2 parameters called regularization and 

normalization. The regularization parameter decides how much the network weight and bias being 



TELKOMNIKA Telecommun Comput El Control   

 

Performance of electronic nose based on gas sensor-partition column for … (Radi) 

1151 

minimalized during the training process in order to generate a proper network generalization, while the 

normalization parameter decides how the performance of the network being evaluated, whether it is 

normalized or not. The value of both parameters was determined to be 0.5 and ‘standard’ respectively. 

 

 

 
 

Figure 3. Schema of data analysis procedure 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Chromatograms of the samples 
Data of each sample was collected 10 times and presented as chromatograms in Figure 4. 

Figure 4(a) shows the chromatograms of durian flavor, Figure 4(b) jackfruit flavor, Figure 4(c) ambonese 

banana flavor, Figure 4(d) melon flavor, Figure 4(e) orange flavor, and Figure 4(f) lemon flavor respectively. 

The baseline value of chromatograms among the same sample are seen varies on each other. The usage of 

oxygen as the carrier-gas may be the reason for these baseline value variations. As a kind of MOS sensor, TGS 

2620 response is a change of its conductivity as the result of specific volatile compound exposure, especially the 

reducing gasses. The semiconductor material of the sensor adsorbs some surrounding oxygen atoms then 

produce a barrier that resists electron movement and increases sensor resistance. When there is an exposure of 

reducing gas, it will be oxidized, weakening the barrier, and increasing the sensor conductivity [4], [29]. In this 

study, oxygen flowed through the gas sensor intensively during data collection and cleaning process. 

The intense interaction between oxygen flow and the semiconductor material of the sensor may increase the 

sensor resistance continuously time by time. Consequently, the sensor produced a lower conductivity every 

time new data collection process started. 

For further analysis, the baseline values of the data must be equalized in order to obtain data that 

show the magnitude of the sensor response change due to the exposure of the aroma of the samples only. 

Therefore, data preprocessing of baseline equalization was done and the results are presented in Figure 5. 

Figure 5 shows the baseline equalized chromatograms of Figure 5(a) durian flavor, Figure 5(b) jackfruit flavor, 

Figure 5(c) ambonese banana flavor, Figure 5(d) melon flavor, Figure 5(e) orange flavor, and Figure 5 (f) lemon 

flavor respectively. Sensor responses to the sample aroma appear to be very low, except for the lemon flavor. 

The highest sensor response to lemon flavor is around 1500 mV while for the other samples, the highest is 

just around 175 mV. A relatively low sensor response to the aroma of the samples may be due to the 

characteristic of a typical MOS sensor that has a low sensitivity to aromatic ester which generally compose 

the synthetic flavor samples [30], [31]. Since a detailed composition of the samples is unknown, the specific 

reason for the high sensor responses to lemon flavor is unknown too, but it can be assumed that lemon flavor 

may have either a high concentration of odor-forming volatile compound or a very differ volatile compound. 

The pattern of sensor responses to aroma of the samples are also seen varies one each other among 

the same sample and that indicated a low level of repeatability parameter of the electronic nose used in this 

study. These variations may be caused by the unbalanced reaction between oxygen, the odor-forming volatile 

compound of the samples and the semiconductor material of the sensor. Samples aroma may have a very low 

concentration of reducing gas, meanwhile, oxygen flow was intensively interacted with the semiconductor 

material and may disturb the reaction between semiconductor material of the sensor and the reducing gas of 

the samples. This disturbance can decrease the sensor response even before it reach the maximum increment 

as the result of the oxidation of the reducing gas by oxygen adsorbed in the surface of the semiconductor. 
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(a) (b) 

  

  

  
  

(c) (d) 

  

  

  
  

(e) (f) 

 

Figure 4. Chromatograms of the samples: (a) durian flavor, (b) jackfruit flavor, (c) ambonese banana flavor, 

(d) melon flavor, (e) orange flavor, and (f) lemon flavor 

 

 



TELKOMNIKA Telecommun Comput El Control   

 

Performance of electronic nose based on gas sensor-partition column for … (Radi) 

1153 

  
  

(a) (b) 
  

  

  
  

(c) (d) 
  

  

  
  

(e) (f) 
 

Figure 5. Chromatograms of the samples after baseline equalization: (a) durian flavor, (b) jackfruit flavor, 

(c) ambonese banana flavor, (d) melon flavor, (e) orange flavor, and (f) lemon flavor 
 

 

3.2.  Feature extraction 

The trends of the sample chromatograms are presented in Figure 6. The trends of sensor response to 

entire samples are increased at the beginning of the data collection process, especially from the 101 th s up to 

the 700th s. The whole samples reached the peak of this increment at around the 280th s. Sensor response 

increment of each sample can be distinguished by its size. Durian flavor, orange flavor and melon flavor have 

a similar magnitude of increment, but differ in the decrement rate after the peak of the increment reached. 

Beside that, melon flavor has another sensor response increment that reaches its peak at around the 1050th s. 
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Jackfruit flavor and lemon flavor also produce a similar size of increment here, but lemon flavor has a 

massive increment starting from the 700th s, have a peak at around the 825th s and decreases until around the 

1900th s. Ambonese bananas have the lowest peak at the beginning, but have the second peak at around the 

600th s and another peak at the end of data collection process, specifically around the 1900th s. Feature 

extraction was then done by taking some parts of the data, especially the parts that contain the peaks of 

sensor response increment mentioned before. Those parts in question are data from the 101st s to the 400th s, 

from the 501st s to the 700th s, from the 801st s to the 850th s, from the 951st s to the 1200th s and from the 

1701st s to the 2100th s. Therefore, the extracted feature of each iteration of the data collection process 

consisted of 1200 data from 1200 time points within the chosen time span. The extracted feature that had a 

total dimension of 60×1200 was then used as the input of pattern recognition analysis. 
 

 

 
 

Figure 6. The trends of the chromatogram of the samples 
 

 

3.3.  Fuzzy c-means clustering result 
Pattern recognition analysis using FCM was done by the help of data dimensional transformation 

using principal component analysis (PCA) method. Transformation of data was needed due to the 

visualization of FCM results that was difficult to be presented, especially for a huge multivariate analysis 

considering the input was the extracted feature which consisted of 1200 variables. Principal component 

analysis is a statistical technique that linearly changes the shape of the original set of variables into an 

uncorrelated set of variables, in which the first few variables of the transformed data are able to represent 

most of the information of the original set of variables. PCA is an effective unsupervised multivariate 

analysis method for extracting high-dimensional data into low-dimensional space without losing data 

characteristics [32]. Therefore, the data clustering by FCM will produce the same result before and after the 

data transformation by PCA [27], [33]. The first 2 principal components of PCA data transformation result 

could represent up to 59.22% and 16.31% (75.53% in total) information of the extracted feature respectively. 

The input of FCM analysis in this study was the transformed data as the result of PCA, number of 

clusters to be generated and maximum iterations allowed which was set to be 6 and 200 respectively. 

Meanwhile, the other parameters of FCM analysis was remain at the default value determined by the Matlab 

built-in function. The parameters in question are fuzzy partition matrix exponent and minimum improvement 

limit with the default value of 2.0 and 1e-5 respectively. The result of FCM clustering shows that based on the 

maximum membership value of each data, the input data were well separated into 6 data clusters, but each 

cluster had a different number of members. In order to facilitate data interpretation, the clustering result is 

outlined as a plot of the first and the second principal component in a 2-dimensional field as shown as in Figure 7.  

The result of this clustering shows that 4 of 6 data clusters are well separated and the other 2 are 

overlapping one another. Out of these 4, only 2 data clusters that contain data of a single sample, namely 

cluster 2 which contains all of the lemon flavor (denoted by letter L) data and cluster 4 with 9 of the 

ambonese banana (denoted by letter B) flavor data. The last data of ambonese banana flavor and the rest of 

the sample data are clustered to 4 separated clusters with an unbalanced number of members. Based on their 

trends, the reason why data of durian flavor (denoted by letter D), jackfruit flavor (denoted by letter J) and 

orange flavor (denoted by letter O) are not separated is the similarity of the sensor response patterns to their 

aroma. Although melon flavor (denoted by letter M) data show a distinctive trend with another peak of sensor 

response increment at the middle of data collection process, they are not clustered into a single well separated 

data cluster. As shown in Figure 5(b), some data of jackfruit flavor have a peak in the similar time span with 

the distinctive peak of melon flavor data. These jackfruit flavor data may be the reason why melon flavor 

data could not be clustered into a single separated cluster.  
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Figure 7. The result of FCM clustering into 6 data clusters 

 

 

The similarity between the patterns of durian flavor, jackfruit flavor, melon flavor and orange flavor 

may be due to the composition of the samples which majority are the same. There are only one or two 

distinct ingredients differing them which is the ingredient that is responsible to the main aroma of the flavor. 

On the other hand, the ambonese banana flavor contains additional ingredients, namely isoamyl acetate and 

ethyl acetate that generate a distinct part on its aroma pattern and make it possible to be clearly separated. 

Beside that, the low level of the e-nose repeatability that produces varied patterns among a single sample also 

has a responsibility to make each sample data ambiguous to be clustered into a single separated cluster. 

For lemon flavor, its massive sensor response increments is more than enough to make it clearly different 

from the others. 

 

3.4.  Data classification by artificial neural network 
The extracted feature is also used as the input of an artificial neural network. Network training was 

done by the resilient backpropagation training algorithm, a type of algorithm that is developed based on the 

backpropagation algorithm. In this algorithm, the parameter has been determined and there is no learning rate 

needed to be present. Feedforward stage of this algorithm was the same with one of the backpropagation 

algorithms. The difference of both algorithms is in the weight-update process during the backward stage. 

Updates of the network weight and bias are directly based on local gradients of each training iteration. 

This process uses a sign of the corresponding weight partial derivative (either positive or negative) to decide 

the direction of the weight-update process, while the size of the update based on the adapted update-value of 

the corresponding weight (∆𝑖𝑗) [34]. 

Twenty artificial neural networks trained in this study successfully achieved the network 

convergence. The best data classification accuracy among these networks is 70.00%. The results of the test 

data classification by the network in question are listed in Table 2. The entire ambonese banana flavor, the 

melon flavor and the lemon test data set are perfectly classified, despite 2 ambonese banana data and one 

melon flavor data have a lower than 90.00% similarity level to their training data set. Although melon flavor 

data are not well clustered by FCM clustering, it still can be classified perfectly by the trained network. 

This different result may due to the involvement of the explanation about the data identity in this supervised 

analysis method. For the durian flavor test data set, only 3 data could be classified correctly while the rest are 

classified as orange flavor and ambonese flavor. Out of those 3 correctly classified data, there is a data that 

has such a low similarity level of 44.32%. Meanwhile, there are just 2 orange flavor test data which are well 

classified and even they have a low level of similarity of 52.74% and 74.40% respectively. The rest of orange 

data are classified as durian flavor. On the other hand, there is only one jackfruit flavor test data correctly 

classified with only 76.47% similarity level. The network misclassification is due to the similarity of the 

sensor response patterns produced by the aroma of durian flavor, jackfruit flavor and orange flavor. 

The misclassification may be a kind of problem caused by the compositions of the samples, while the low 

level of similarity between test data set and training data set is caused by the low level of repeatability 

parameter of electronic nose used in this study as described before.  
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Table 2. The result of the test data set classification by the chosen trained network 
Sample Target Output Score Accuracy 

D 1 0 0 0 0 0 0.9876 0.0036 0.0001 0.0028 0.0064 0.0148 1 60% 
D 1 0 0 0 0 0 0.9698 0.0002 0.0006 0.0081 0.0784 0.0018 1 

D 1 0 0 0 0 0 0.4432 0.0020 0.0002 0.0037 0.3079 0.0046 1 

D 1 0 0 0 0 0 0.0231 0.0015 0.0008 0.0696 0.7704 0.0001 0 
D 1 0 0 0 0 0 0.0111 0.0272 0.7155 0.0036 0.0010 0.0004 0 

J 0 1 0 0 0 0 0.0472 0.0180 0.0000 0.3257 0.0528 0.0014 0 20% 

J 0 1 0 0 0 0 0.7151 0.0034 0.0000 0.0100 0.0748 0.0176 0 
J 0 1 0 0 0 0 0.0080 0.7647 0.0021 0.0649 0.0002 0.0014 1 

J 0 1 0 0 0 0 0.1406 0.0008 0.0002 0.0069 0.8710 0.0022 0 

J 0 1 0 0 0 0 0.9230 0.0049 0.0000 0.0778 0.0051 0.0035 0 
AB 0 0 1 0 0 0 0.0001 0.0045 0.9918 0.0014 0.0041 0.0020 1 100% 

AB 0 0 1 0 0 0 0.0071 0.0001 0.9822 0.0070 0.0007 0.0296 1 

AB 0 0 1 0 0 0 0.0001 0.0035 0.9870 0.0058 0.0025 0.0021 1 
AB 0 0 1 0 0 0 0.0267 0.0033 0.8757 0.0071 0.0000 0.0475 1 

AB 0 0 1 0 0 0 0.0009 0.0087 0.7759 0.0016 0.0226 0.0006 1 

M 0 0 0 1 0 0 0.0206 0.0009 0.0001 0.9873 0.0048 0.0023 1 100% 
M 0 0 0 1 0 0 0.0071 0.1073 0.0004 0.8902 0.0013 0.0001 1 

M 0 0 0 1 0 0 0.0436 0.0004 0.0000 0.9258 0.0321 0.0069 1 

M 0 0 0 1 0 0 0.0005 0.1264 0.0009 0.9947 0.0000 0.0017 1 
M 0 0 0 1 0 0 0.0008 0.0017 0.0037 0.9829 0.0004 0.0015 1 

O 0 0 0 0 1 0 0.0659 0.0848 0.0092 0.0018 0.5274 0.0000 1 40% 

O 0 0 0 0 1 0 0.0133 0.0315 0.0044 0.0071 0.7440 0.0000 1 
O 0 0 0 0 1 0 0.7185 0.2396 0.0010 0.0135 0.0013 0.0001 0 

O 0 0 0 0 1 0 0.8204 0.0299 0.0009 0.0295 0.0033 0.0001 0 

O 0 0 0 0 1 0 0.1129 0.0270 0.0014 0.0821 0.0063 0.0003 0 
L 0 0 0 0 0 1 0.0036 0.0005 0.0041 0.0021 0.0005 0.9942 1 100% 

L 0 0 0 0 0 1 0.0036 0.0004 0.0044 0.0024 0.0005 0.9944 1 

L 0 0 0 0 0 1 0.0024 0.0005 0.0042 0.0034 0.0004 0.9942 1 
L 0 0 0 0 0 1 0.0010 0.0006 0.0037 0.0049 0.0004 0.9949 1 

L 0 0 0 0 0 1 0.0028 0.0005 0.0040 0.0025 0.0005 0.9951 1 
               

Total Accuracy 70% 
  

Notes: D = Durian, J = Jackfruit, AB = Ambonese banana, M = Melon, O = Orange, and L = Lemon 

 

 

4. CONCLUSION 

Based on the result of data analysis, a packed gas chromatography column and a gas sensor based 

electronic nose could be used to classify six variants of synthetic flavor aroma namely durian, jackfruit, 

ambonese banana, melon, orange, and lemon. The unsupervised pattern recognition analysis by fuzzy c-means 

clustering could separate samples data into 6 distinct clusters with an unbalanced number of members. 

indicating that this analysis could not classify the samples properly. Meanwhile. the supervised analysis by 

artificial neural network resulted in a trained network that could classify samples by the level of accuracy of 

70.00%. The inseparability of the data analyzed using unsupervised analysis and the misclassification of the 

trained network was due to the high similarity level of some sensor response patterns from different samples 

and the low level of electronic nose repeatability. The similarity of sensor response patterns to a different 

sample might be due to the majority of sample compositions that are the same. 
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