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 In the majority of gene expression investigations, selecting relevant genes 

for sample classification is considered a frequent challenge, with researchers 

attempting to discover the minimum feasible number of genes while yet 

achieving excellent predictive performance. Various gene selection methods 

employ univariate (gene-by-gene) gene relevance rankings as well as 

arbitrary thresholds for selecting the number of genes, are only applicable to 

2-class problems and use gene selection ranking criteria unrelated to the 

algorithm of classification. A modified random forest (MRF) algorithm 

depending on the meerkat clan algorithm (MCA) is provided in this work. 

It is one of the swarm intelligence algorithms and one of the most significant 

machine learning approaches in the decision tree. MCA is used to choose 

characteristics for the RF algorithm. In information systems, databases, and 

other applications, feature selection imputation is critical. The proposed 

algorithm was applied to three different databases, where the experimental 

results for accuracy and time proved the superiority of the proposed 

algorithm over the original algorithm. 
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1. INTRODUCTION  

Machine learning is an important method of artificial intelligence. Machine adaptation seeks to 

indicate the data structure as well as the suitability of that information in a way that people can use and 

understand [1]. Machine learning takes into account computer calculations, preparation of information, and the 

use of statistical analysis, taking into account the ultimate goal of a particular field. The main aim of machine 

learning (ML) is learning from data related to a particular function in maximizing performance [2], [3]. 

With large amounts of data available, there are many real reasons why smart data analysis is more prevalent 

in technological progress. It allows calculating and understanding data-driven decisions, rather than 

programming them to perform a task. And adjust the actions taken accordingly. After adequate training, 

the system may be able to provide targets for any new inputs. Machine learning contains many techniques 

that are used for data analysis such as decision trees and random forest (RF) [4], [5]. Creating a predictor 

with several versions to create a predictor group. When the classifier or predictor gives equal voting when the 

class predicts, the majority votes represent the predicted class [6]. 

Trees might be built using a variety of partitioning techniques that rely more on data rather than 

building trees. As the number of trees grows, so does the precision of all partitioning mechanisms [7], don’t 

most attributes can be used to construct trees, decide what attribute is most relevant and apply to the class or 
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provide a great deal of knowledge. Inductive learning is utilized in tree construction synchronization. Trees 

influence the process of the selection for building trees [8]. 

Classification algorithms RF strategies depend on the compound of many predicator trees. 

The function of such ensemble of classifier (EoC) is that its tree is dependent upon the random growing. 

RF is a general norm of the randomized aggregates as this idea has been accepted [9], [10]. RF has made 

many adjustments in recent years, in this work development of random forest using meerkat clan algorithm 

(MCA) which is one of the swarm intelligence algorithms is presented [11]. Meerkat has three types of 

behavior sentry, foraging, and baby-sitter. Through them, the algorithm is built by dividing the solution 

groups into 2 groups, and all operations have been carried out on the foraging group. Sentry is the optimal 

solution [12], [13]. There are many early studies that were carried out with the aim of identifying relevant 

samples and excluding weak, repetitive, and noiseless samples because of their significant impact on 

classification processes and the accuracy of cadastral joins ,they are listed in order from oldest to newest. 

In 2018 Aonpong et al. [14], in this study, we offer a new random forest technique that is tailored to 

the problem of land cover mapping. Pixel-based, neighbor-looking, and a mix of both techniques are studied. 

When using the pixel-based technique, we take advantage of the fact that all decision trees are unique, 

whereas when using the neighbor-looing strategy, we use the judgments from surrounding pixels when the 

RF decisions are unclear. Our results indicated that our new RF techniques beat the traditional one on both 

simulated and real-world data sets. 

In 2019 Tyralis et al. [15], this research paper aims to make RF and its variants more accessible to 

practical water scientists, as well as to examine associated methods and concepts that have gotten less 

attention from water science and the hydrologic community. This work analyzed RF applications in the 

resources of water, indicate the potential of the original method and its derivatives, and evaluate RF 

exploitation degree in a variety of applications as a result of this work. RF implementations in the RF 

programming language, along with the associated techniques and concepts, are also explored. 

In 2019 Georganos et al. [16], the geographical random forest (GRF) is a new geographical version of 

RF that may be used as an exploratory and a predictive tool for the estimation of the population as an RF 

covariates’ function. GRF can be defined as a geographical disaggregation of RF in a form of local sub-models. 

This work indicates that the GRF could be better predictive in the case where a suitable spatial scale has been 

used to represent data, with lower residual auto-correlation values, based on the first empirical results. Lastly, 

and perhaps most importantly, GRF might be utilized as an exploratory tool to show the relationship between 

independent and dependent variables, indicating significant local variations and allowing a better 

understanding of mechanisms that might be creating spatial heterogeneity. 

In 2020 Kang et al. [17], using an RF technique, this research paper provides statistical machines for 

predicting excitation energies and corresponding oscillator strengths of a particular molecule. The emission 

spectrum and quantum yield of the fluorophores are closely associated with excitation energy and oscillator 

strengths, respectively. From the feature importance analysis regarding this RF approach, this work 

uncovered certain molecular fragments and substructures which govern the oscillator strengths of molecules. 

This finding is intended to serve as a new design principle for new fluorophores. 

In 2021 Brophy et al. [18], this research paper provides data removal-enabled (DaRE) forests, a type 

of RF which allows training data to be removed with little retraining. Model updates are precise for each 

DaRE tree in the forest, which means that deleting instances from a DaRE model produces the same model as 

retraining from scratch on updated data. This study discovered that DaRE forests remove data orders of 

magnitude faster compared to retraining from scratch, sacrificing no or little predictive power in trials on one 

synthetic dataset and 13 real-world datasets. 

In 2021 Antoniadis et al. [19], using RF as a non-parametric method for generating meta-models 

which allows for rapid sensitivity analysis. Aside from its ease of application to regression problems, RF has 

several strong benefits, including the capability for implicitly dealing with correlations and high dimensional 

data, dealing with variable interactions, and recognizing informative inputs with the use of a permutation-based 

RF variable importance index that is simple and quick to compute. Also, this work discussed a suitable set of 

tools for measuring variable relevance, which is after that used for decreasing the model’s dimension, 

allowing previously impossible sensibility analysis investigations to be conducted. To demonstrate the 

efficiency of such an approach, numerical results from many simulations and data exploration on a real 

dataset are shown. 

In this paper, it is proposed to modify the random forest algorithm for selecting features using the 

MCA to improve and increase the performance of the RF algorithm depending on choosing a group of 

features that give the highest percentage of accuracy and by turning the solution group into two groups of 

foraging and caring. Most operations are on the forage set and replace the worst solutions with the best 

solution. The worst solution is dropped into the care setting and a randomly generated solution is added. 

These results show the amazing performance of the algorithm in achieving optimal or near-perfect solutions 
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at a very fast rate. The rest of this paper contains related work in section 2, RF algorithm in section 3, MRF 

in section 4, experimental results in section 5, and conclusions in section 6. 

- Random forest algorithm 

Random forest’s versatile and easy machine-learning technology provides great results even without 

defining the super parameters and is the most used because of its simple advantages. It is simple and can be 

used for classification and regression functions [15]. Random forest, first suggested by Tin Kam Ho of Bell 

Labs in 1995, is a classification and regression learning technique.  

The idea behind (RF) is defined as a general principle for random groups of decision trees. 

Leo Breiman and Adele Cutler created a random forest induction algorithm (2001) key concept is to create a 

greater number of decision trees. In this way, the error association between classifiers is that. By using a 

random set of features at each node to be separated. Advantages RF can be easily constructed and predicted 

faster, immune to overwork and overfit results, ability to handle data without preprocessing or recalibration, 

resistant to outliers, and can handle null values [20], [21].  

To determine the best feature, RF employs the gain index or information gain, which assesses how 

well a certain feature classifies or separates target classes through the calculation of entropy reduction. 

The optimal feature has been selected as the feature that has the highest information gain. Entropy, in simple 

terms, represents a measure of disorder, and the entropy of a dataset is the measure of disorder in the 

dataset’s target feature. Entropy is 0 if all values in the target column are homogeneous (i.e. similar) and 1 in 

the case where the target column has an equal number of values for both classes in binary classification 

(when the target column has just two types of classes). In this work, multiple trees are constructed without 

the use of information to identify new solutions and trees (random forest). The RF algorithm’s primary steps 

are listed: 

a) Take a sample of the original data for the bootstrap 

b) Grow a tree using data from step 1. When growing the tree, at every node in the tree, determine the 

optimal split for the node using 𝑚 < 𝑝 randomly selected variables. Grow a tree so each terminal node 

does not contain less than 𝑛 & 1 cases. 

c) Repeat steps 1−2, 𝐵 > 1 time independently 

d) Combine the 𝐵 trees to form the ensemble predictor. Data points to the category that wins the majority 

votes [22], [23]. 

- Meerkat clan algorithm 

It is the swarm Intelligence algorithms resulting from meerkat behavior in the Kalahari Desert in 

South Africa. Meerkat lives in gatherings where each gathering consists of 20 to 50 male and female 

partners. Meerkat has three types of behaviors. 

Foraging and sentry and baby sitter. By splitting the solution groups into two groups, the algorithm 

is generated and all operations are performed in the foraging group. The best solution is sentry behaviour, 

meerkat establishes good behavior within its colonies at least one sentry (lookout) will be there, while the 

others will search or play. The goal of the sentry is to inform them of the dangers and threats. Foraging 

behavior is a natural social mongoose behavior. When the animals spread for search, and maintain visual and 

sound contact separately [24], [7], [25].  

It carefully fills the feed within the home, taking a different path every day. Babysitter behavior, 

meerkat is concerned with the main auxiliary measures which are monitoring children, and the assistants 

remain with the puppies 25 inside the package, while the rest of the group searches for food, where the 

assistants give a measure of food to the puppies while searching for food [13]. The algorithm 2 shows the 

basic phases of the meerkat clan algorithm as shown: 

a) Read parameters 𝑁 = 20−50 clan, 𝐹𝑆 size foraging where 𝐹𝑆 < 𝑛, 𝐶𝑆 size care 𝑁 − 𝐹𝑆 − 1. 

b) locate worst rate (WR) of foraging, lowest rate (LR) of care, 𝐿 solution for a neighbour. 

c) Generate random solution clan (N). 

d) Calculate clan solution fitness by sentry = best clan solution.  

- Split the two clan (foraging and care) groups.  

- Call neighbor-generate (𝐿, sentry, foraging 𝑖, best-one). 

- Foraging 𝑖 = best neighbor of 𝐿.  
- Swap the solution worst for WR in the best group foraging. 

e) Choose the best one to call it bestforg.  

f) End. 
 
 

2. METHOD 

This research focuses on creating an algorithm to solve the problem of the large volume of data 

entering the processing process, which is sometimes weak and prone to repetition. Figure 1 illustrates the 
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proposed algorithm stages for the features selection technique. Where a proposed technique required several 

steps to solve the problem of large size of samples, the exclusion of weak, repetitive, and noise, and the 

extraction of strong relevant features that achieve better results in classification processes. By the random 

forest algorithm as:  

a) Generation random sampling of features. 

b) Split the dataset into several blocks. 

c) Build random forest (trees) for each block. 

d) Refinement the accuracy for each block via the proximity matrix. 

e) Application of the MCA algorithm to the RF to improve the selection process of the RF by selecting the 

best blocks that achieve the optimized solutions. 
 

 

 
 

Figure 1. Block diagram of the proposed algorithm 

 

 

2.1.  Initialize parameters 

A proposed technique requires initialized parameters and split dataset to number of blocks in the 

first stage. where initialized parameters include an input size block, number of trees, number of iterations, 

and number of neighbors. Bagging, or bootstrap aggregating, is the process of training each learner on 

multiple bootstrapped subsets of the data and after that averaging the predictions. The RF other major notion 

is that just a subset of all attributes is taken into account when dividing each node in each decision tree. 

Algorithm 1 explains the total features required to create various tees for classification (excluding those with 

null values). 
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Algorithm 1. Generating random samples 

Input: Dataset 

Output: Sample of the dataset  

Begin 

- Step 1: // Dataset analysis 

Select attribute of miss value // attribute name include miss value  

Set no of attributes // number attribute of table 

Set all attributes // set attribute without missing value 

Set no of tree // number of tables 

Input block size 

- Step 2: 

No of blocks size = (table name) / block size 

 Splitting data set into blocks 

- Step 3: For each block 

Building no of trees 

For each tree  

Generate a set of random attributes to which the attribute of the 

the missing value is combined 

Fill data from table name 

End for  

End for 

- Step 4: Return sample of the dataset 

- Step 5: End  

 

2.2.  Build a random forest 

The process of building RF depends mainly on the creation of multiple groups of decision trees that 

work separately to decide the existing data. The differences in trees in terms of the roots of them such each 

decision tree starts with tree different and thus there are structures for different trees and different results. 

The final decision is depending on voting in that are adopted as a final value. Random-forest as explained in 

algorithm 2. 

 

Algorithm 2. Building of random forest 

Input: Set of blocks  

Output: Random forest // build tree for each block  

Begin 

- Step 1:  

Get no attributes from block // number attribute of table 

Get name of attributes in block // attributes name  

- Step 2:  

For each tree  

A select random subset of attributes 

For each attribute  

Build tree 

End for  

End for  

End 

 

2.3.  Apply meerkat clan algorithm on random forest 

MCA splits the set solution into two sets foraging and care. Most of the operations on the foraging 

set and the worst solutions replacement by the best in the care solution. The worst solution in the care setting 

is dropped and a randomly generated solution is added. These results show the algorithm’s incredible 

performance in achieving optimal or near-optimal solutions at an extremely fast rate. The MCA process is 

used to improve the performance of the algorithm random forest via the feature selection process by selecting 

better block data that represent good tree solutions and relying on them instead of relying on all trees and 

characteristics. Through its reliance on finding an initial solution that represents the best solution, and then 

doing the process of repetition in the search neighborhood and comparing it with the old solution and 

choosing the best one as explained in algorithm 3. 
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Algorithm 3. Apply MCA on random forest 

Input: Instances of accuracy rate // for all block  

Blocks data // for each accuracy rate 

No of neighbors 

Max no of iterations  

 

Output: Optimum solution  

Begin 

- Step 1: // Initialized MCA solution 

Initialized set of random forests from random attribute with its targets 

Evaluate each random forest // accuracy 

- Step 2: // Split solution 

Select the best solution 

The select random solution from the reminder  

Find the neighborhoods of solution 

Swapping the solution tree with block neighbor solution trees 

Evaluating results  

- Step 3: // Select local best  

If the result is better than the old solution  

Swap block random forest trees 

Else 

Don’t change  

End if  

- Step 4: // Do specific iteration  

For each iteration applying steps 2 and step3  

Update the total results depend on evaluation (accuracy) 

End for  

- Step 5: // Find best  

Return best solutions  

End algorithm 

 

 

3. RESULTS AND DISCUSSION 

Three different datasets were utilized for implementing and testing the suggested approach on a real 

dataset from the UC Irvine ML repository [19]. “Adult income” or simply “adult” is a standard imbalanced 

ML dataset see Table 1, contraceptive method choice (CMC) is a sub-set of the 1987 national Indonesia 

contraceptive prevalence survey see Table 2, and credit approval is concerned with credit card applications 

see Table 3. The values and names of all attributes were replaced with meaningless symbols. According to 

the results in Figure 2, the suggested equation is superior to the measurements identified in the standard of 

RF classics. 

 

 

Table 1. Adult data set description 
Data set characteristics Multivariate Number of instances 48842 Area Social 

Attribute characteristics: Categorical, integer Number of attributes: 15 Date donated 1996-05-01 
Associated tasks: Classification Missing values? Yes A number of web hits: 1889759 

 

 

Table 2. CMC data set description 
Data set characteristics Multivariate Number of instances 1473 Area Life 

Attribute characteristics: Categorical, integer Number of attributes: 9 Date donated 1997-07-07 
Associated tasks: Classification Missing values? No A number of web hits: 194684 

 

 

Table 3. Credit approval data set description 
Data set characteristics Multivariate Number of instances 690 Area Financial 

Attribute characteristics: Categorical, integer, Real Number of Attributes: 15 Date donated N/A 
Associated tasks: Classification Missing values? Yes A number of web hits: 425129 
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Table 4. Accuracy comparison result in three datasets 

Dataset used 
Random forest Random forest via MCA 

SB = 100 SB = 200 SB = 300 SB = 100 SB = 200 SB = 300 

Adult 79.29% 79.79% 80.11% 97.26% 98.93% 99.12% 
CMC 77.80% 79.34% 80.18% 97.12% 96.49% 97.50% 

Credit approval 78.17% 79.31% 80.89% 99.06% 99.08% 99.12% 

 

 

Table 5. Time estimation comparison result in three datasets 

Dataset used 
Random forest Random forest via MCA 

SB = 100 SB = 200 SB = 300 SB = 100 SB = 200 SB = 300 

Adult 06.266 20.054 36.627 04.359 13.457 30.706 

CMC 02.094 03.250 09.879 01.155 02.875 11.985 
Credit approval 03.547 12.873 29.018 02.616 11.452 24.813 

 

 

The result of the comparison between standard random forest algorithm and modified random forest 

via MCA is explained in Table 4 and Table 5. Where the number of iterations is 100, the number of trees is 3, 

the number of blocks is 8, the number of neighbors is 2, and the size of a block is 100, 200, and 300. The results 

showed that the proposed algorithm has a more accurate result than the random forest in all selected block 

sizes as shown in Figure 2. 

 

 

 
 

Figure 2. Displays accuracy for both RF and RF-MCA algorithms 

 

 

4. CONCLUSION 

Selecting relevant genes for sample classification has become a common task in most gene expression 

studies, the proposed algorithm has been tested and proven very successful to find the smallest possible set of 

genes that can still achieve good predictive performance. The accuracy is improved by the RF-meerkat 

because it trained within features more than the original RF. By using 100 iterations in RF-meerkat the 

accuracy is good also the time is less than the original RF. But in 200 and 300 iterations the time complexity 

increases with some accuracy. The increase in the size of the blocks in RF-meerkat is leading to an increase 

in the accuracy of the null value imputation. The increase in the number of trees in each dataset will not 

increase the accuracy rate estimation, it depends on the kind of dataset. Using several types of null values 

(categorical and numerical) makes the proposed method more adaptable and could be tested on other kinds of 

datasets. 
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