
TELKOMNIKA Telecommunication Computing Electronics and Control 

Vol. 21, No. 2, April 2023, pp. 364~373 

ISSN: 1693-6930, DOI: 10.12928/TELKOMNIKA.v21i2.23567      364  

 

Journal homepage: http://telkomnika.uad.ac.id 

Enhance iris segmentation method for person recognition based 

on image processing techniques 
 

 

Israa A. Hassan1, Suhad A. Ali1, Hadab Khalid Obayes2 
1Department of Computer Science, College of Science for Women, University of Babylon, Babylon, Iraq 

2Department of Geography, College of Education for Humanities Studies, University of Babylon, Babylon, Iraq 

 

 

Article Info  ABSTRACT 

Article history: 

Received Mar 12, 2022 

Revised Sep 27, 2022 

Accepted Oct 26, 2022 

 

 The limitation of traditional iris recognition systems to process iris images 

captured in unconstraint environments is a breakthrough. Automatic iris 

recognition has to face unpredictable variations of iris images in real-world 

applications. For example, the most challenging problems are related to the 

severe noise effects that are inherent to these unconstrained iris recognition 

systems, varying illumination, obstruction of the upper or lower eyelids, the 

eyelash overlap with the iris region, specular highlights on pupils which 

come from a spot of light during captured the image, and decentralization of 

iris image which caused by the person’s gaze. Iris segmentation is one of the 

most important processes in iris recognition. Due to the different types of 

noise in the eye image, the segmentation result may be erroneous. To solve 

this problem, this paper develops an efficient iris segmentation algorithm 

using image processing techniques. Firstly, the outer boundary segmentation 

of the iris problem is solved. Then the pupil boundary is detected. Testes are 

done on the Chinese Academy of Sciences’ Institute of Automation 

(CASIA) database. Experimental results indicate that the proposed algorithm 

is efficient and effective in terms of iris segmentation and reduction of time 

processing. The accuracy results for both datasets (CASIA-V1 and V4) are 

100% and 99.16 respectively. 
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1. INTRODUCTION 

Biometrics is the most promising system for identifying a user, where it is associated with uniquely 

human characteristics. Biometric authentication can be preferred over many traditional methods, such as 

smart cards and passwords because biometrics makes information difficult to steal [1]. Physiological traits 

such as fingerprints, DNA, facial recognition, iris, and so on, and behavioral characteristics such as voice, 

gait, signature, and so on, are the most frequent biometric identifiers [2].  

Iris recognition is considered one of the important methods of ineffective personal identification. It has 

many applications in security systems, employee attendance, forensic investigations, and others. This is due to 

the complex pattern and uniqueness of the iris for each human being. Unlike other biometric methods such as 

fingerprints and faces, iris features don’t change over time and have a low error rate in recognition. One of 

the most important steps in iris recognition is iris segmentation [3]. Usually, the input images of the eyes are 

in un-constrained conditions. Meaning the algorithm should detect and identify the iris area. This operation is 

considered complicated due to the noise and variation of the iris location [4]. Thus, iris location should be 

identified and detected first in order to process it later. Iris is an area characterized by its almost circular 

https://creativecommons.org/licenses/by-sa/4.0/
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shape between the pupil and the sclera and consists of a set of characteristics such as freckles, ridges, stripes, 

crypts, rings, ligaments, and zigzag patterns. These characteristics are unique, statistically stable, and 

dispersed randomly throughout the human iris. The iris is a secure and trustworthy source of personal 

identification because of these qualities [5]. Iris segmentation is the process of detecting the location of the iris 

area in the eye image. So, it will be used later to identify the identity of the person with that eye. It involves 

defining the inner and outer borders of the iris, which is crucial for the accuracy of iris recognition systems [6]. 

Additionally, this stage of segmentation also allows for the normalization of the iris region and the extraction of 

discriminative features from well-aligned iris samples [7].  

The most effective and modern approaches in detecting the iris could be grouped into two general 

approaches [8]. The first approach involves using deep learning techniques. The second approach involves 

using two typical algorithms were proposed by Daugman (integro-differential operators) and Wildes (Hough 

transform) [9]. The methods for iris segmentation based on deep learning include the following: in 2018, 

Lozej et al. [10] proposed a model based on U-Net to perform iris segmentation. The architecture of U-Net is 

known in the medical image processing field due to its high performance on a relatively small dataset. It uses the 

encoder-decoder design. The encoder is performing classical convolutional neural networks (CNN) operations. 

In this work, the visual geometry group (VGG) model is used for the encoder. The decoder up-samples the lower 

layer’s feature maps while also concatenating and cropping the encoder part’s output of the same depth. 

The training technique employs adaptive moment estimate (Adam) and binary cross-entropy. Chinese 

Academy of Sciences’ Institute of Automation (CASIA) database is used, with 160 images for the training 

phase, and 40 images for the testing phase. Accuracy ranged between 96% to 97% based on network depth 

and batch normalization [10]. Another U-Net based work is proposed in 2019 by Zhang et al. [11]. However, 

they extracted more global features using dilated convolution rather than original convolution to better 

process the details of images. In dilated convolution (FD-UNet), the convolutional mask has zero values 

inside of it (i.e., avoid some parts of the original image). This will lead to more receptive field information 

without increasing the complexity of the algorithm and losing the information. This method was tested on 

several databases, including CASIA, and the accuracy rate was 97.36% [11]. In 2019, Li et al. [12] presented 

a method composed of learning and edge detection algorithms for iris segmentation. The bounding box is 

found by faster region-based convolutional neural networks (R-CNN) that is built of six layers; the region of 

the pupil is detected by using a Gaussian mixture model. On the CASIA-Iris-Thousand database, 

experimental findings for this proposed technique obtained 95.49 % accuracy. 

The methods for iris segmentation based on Daugman (integro-differential operators) and Wildes 

(Hough transform) include the following: Kennedy and others proposed a method for iris segmentation. 

It entails switching from the integro-differential operator approach (John Daugman’s model) to the Hough 

transform (Wilde’s model) as the segmentation strategy for this implementation. This study analyzed the two 

segmentation approaches in-depth to determine which is superior for recognition based on wavelet packet 

decomposition. The integro-differential technique to segmentation was found to be 91.39 percent accurate, 

whereas the Hough transform approach was found to be 93.06 percent accurate [13]. In 2020 Fathee et al. [14] 

proposed a new segmentation algorithm to segment iris images that captured in visible wavelength 

environments. This algorithm starts with the area of the iris that is easiest to recognize, the black, circular 

area known as the pupil, and reduces the deterioration and noise from there. Then, a circular Hough 

transform is used to precisely locate the iris. Finally, using a set of more appropriate techniques for 

unrestricted situations, the upper and lower eyelids and eyelashes are identified and eliminated from the iris 

region. The efficacy and stability of the proposed method are confirmed by comparison with a number of 

cutting-edge segmentation algorithms. Sahmoud and Fathee [15] in 2020 and by taking into account the color 

information from various color spaces, a unique and quick segmentation technique to handle eye images 

acquired in visible wavelength surroundings has been suggested. An acceptable collection of color models is 

chosen for the segmentation process after an analysis of the numerous available color spaces, including red, 

green, blue (RGB), YCbCr, and hue, saturation, value (HSV). A number of practical strategies are used to 

identify and eliminate non-iris regions such the pupil, specular reflection, eyelids, and other in order to 

precisely pinpoint the iris region. Experimental results prove the efficiency of this method in terms of 

accuracy and implementation time. In 2021, Tahir et al. [5] proposed a method for iris segmentation. In this 

method for pupil boundary detection, processes such as morphological filtering and two-direction scanning 

were applied. The Wildes approach is adjusted for limbic border identification by limiting the Canny edge 

detector and Hough transform processes to a tiny region of interest (ROI) not exceeding 20% of the picture 

area. This method was tested on several databases, including CASIA-V1and V4, and the accuracy rate was 

96.48 to 95.1 respectively. In 2022, Khan et al. [16] presented a compound method to perform the iris 

segmentation based on several techniques such as Laplacian of Gaussian (LoG) filter, region growing (one of 

the ways to segment images), and zero-crossings of the LoG filter. In this suggested method, to detect the 

pupil region used LoG filter with region growing, and used zero-crossings of the LoG filter to correctly 

identify the boundaries of the inner and outer circular iris. This method has been tested on several public 
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databases including CASIA-V1 and CASIA-V3. The segmentation accuracy of the proposed method was 

good and outperformed many methods. 

There are many problems and obstacles that can face the process of extracting the iris from the 

image of the eye such as the background may be isolated and may be complex something, noise removal, 

enhance image contrast, rotate in different directions, obstruction of the upper or lower eyelids, the eyelash 

overlaps with iris region, specular highlights on pupil which come from spot of light, and decentralization of 

iris image which caused by the person’s gaze. This paper aims at introducing an enhanced method for iris 

localization robust against these problems. This paper is structured as: section 2 introduces the layout of the 

proposed iris segmentation system. Section 3 describes the results and discussion of conduct tests. Finally, 

the derived conclusions of this paper are shown in section 4. 
 

 

2. METHOD 

In this work, the goal is to detect the required area of the eye which is the iris area, without the pupil 

area. Since the images in the dataset are for eye images, we noticed that there is a common feature that could 

be based on detecting the iris region. Each image has a central and almost cycle in the middle of the image, 

with a darker color than the area around it which represents the pupil area. The capacity of the image 

processing system to properly locate and distinguish the iris pattern in the input eye image is a key stage of 

the biometric recognition process. An automatic algorithm of segmentation was utilized, which would 

localize the iris region from an eye image by applying two stages. The first stage, detection outer iris 

boundary, and the second stage detection the inner iris boundary (pupil boundary) as shown in Figure 1 until 

we finally determine the ROI, which is the iris of the eye only, as shown in Figure 2. 
 
 

 
Figure 1. Explain outer and inner iris boundary 

 

 

 
 

Figure 2. General diagram for iris detection 
 
 

2.1.  Stage 1: outer iris boundary detection 

Segmentation of the outer boundary of the iris image was achieved through using the circular Hough 

transform (HT). This mechanism can determine these circular boundaries even if the circle is unclear or 

incomplete, and it also achieves high accuracy in the process of determination[17], [18]. In this stage, the iris 

is separated from the eye image using steps depicts in Figure 3.  
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Figure 3. Outer iris boundary detection steps 
 

 

2.1.1. Eye image enhancement 

Two interface regions (pupil/iris) and (iris/sclera) make up the eye image. To make the iris border 

more visible, we will first use a contrast stretching-based mapping approach on the original eye image as 

shown in Figure 4(a), using (1).  
 

𝐸 − 𝐼𝑚𝑔(𝑋, 𝑌) = {

0                I(x, y) ≤ Low                                             

255 ×
I(x,y)−Low

High−Low
    if Low < I(x, y) < High             

  255          I(x, y) ≥ High                                             

 (1) 

 

Where low, high is the lowest and highest gray-levels in an image, respectively. As shown in Figure 4(b). 
 

2.1.2. Eye image edge detection 

To detect the iris of the eye, the first step will be to apply canny edge detection on the image. This 

will convert the image into lines that represent the edge of the image. Canny edge detection is the process of 

finding the intensity gradient of the image first [1]. Then a threshold value is applied to suppress the small 

and irrelevant parts of the image, for this edge map, the hysteresis threshold will be applied. With this 

operation, the values of the image above and below a threshold value will be omitted. The result of this step 

is shown in Figure 4(c). The goal of this step is to ensure that the important edges are kept together, with no 

multiple edge parts [19].  
 

2.1.3. Edge enhancing using gamma adjustment 

The edges obtain from the previous step are not very clear therefore gamma adjustment with ( = 1.9). 

Is applied to enhance the contrast of images according to (2). 
 

𝐺_𝐼𝑚𝑔(𝑖, 𝑗) = 𝑐 × 𝐸_𝐼𝑚𝑔(𝑖, 𝑗) (2) 
 

The result of this edge enhancement step is shown in Figure 4(d). 
 

2.1.4. Edge image binarization 

In this step, the gamma enhanced image is converted to a binary edge image. Hysteresis 

thresholding method is used which needs two threshold T1, and T2. All pixels with value greater than T1 are 

considered edges. All pixels with values over threshold T2 that are next to points that have been defined as 

edges are also marked as edges. Eight connectivity is utilized, as shown in Figure 4(e). 
 

2.1.5. Iris boundary detection (perform circular Hough transform) 

In the edge image, there are more circular edges along the iris boundary, and a circular Hough 

transform will be used. In Hough transform, the goal is to find the features that match the predefined shape. 

Since in Hough transform, only regular and predefined shapes could be detected, such as lines and circles. 

Even if the circles are not clear and incomplete, Hough transform could identify them. Since the equation of 

the circle is containing three variables (𝑎, 𝑏, and 𝑟) as shown in (3). Where 𝑟, is the circle radius. 𝑎 and 𝑏 are 

the cycle values on the two axes [20] . 
 

(𝑥𝑖 − 𝑎)2 + (𝑦𝑖 − 𝑏)2 = 𝑟2 (3) 
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Circular Hough transform works by taking each point in the original image, and retendering it on the 

space of the values of 𝑎 and 𝑏. This will result in creating a cycle in the Hough space for each point in the 

original image. If the created cycles in the Hough images are intersected in a single point, and by following 

the voting concept (i.e. more points meaning stronger evident to indicate there is a circle), the point of which 

there are many cycles are intersected on indicating there is a cycle in the original image [21]. Figure 4(f) 

shows how the proposed method steps on detecting the outer Iris boundary by using circular Hough transform.  

 

 

   
   

(a) (b) (c) 

   

   

   
   

(d) (e) (f) 

 

Figure 4. Resultant images of iris boundary: (a) original image, (b) enhanced image, (c) image after canny edge 

detection, (d) image after gamma correction, (e) binarized edge image, and (f) resultant image with iris boundary 

 

 

2.2.  Stage2: inner iris boundary detection 

The behavior of image intensity in both the pupil and iris of the sections of the eye is taken into 

account to detect the inner circle of the iris which is the pupil area. The overall intensity value in the pupil 

area of the complete eye image is smaller than it is in other locations. Aside from that, the pupil is the largest 

linked and densely packed black area in the eye image. As a result, the processes in Figure 5 were used to 

obtain the benefits of these qualities. 

 

 

 
 

Figure 5. Pupil region detection 
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2.2.1. Integration by Gaussian filter  

In the first step, to eliminate the effect of artifacts in the image of the eye as shown in Figure 6(a) 

which represents the eye image before smoothing. A smoothing for the entire eye image is applied by using a 

Gaussian filter with mask size (11×11). Gaussian filter is a linear smoothing filter that is suitable for eliminating 

noise, it’s used to smooth the noises, by blurring the original image. In the Gaussian filter, the process is to 

apply the 2D kernel on the original image. The kernel coefficients of Gaussian decrease, when the distance from 

the center of the kernel increase. Moreover, the center values of the kernel hold more weight than the values on 

the edges of the kernel. The (4) represents the equation used to generate the Gaussian filter on the image. 

 

𝐺 − 𝐼𝑚𝑔(𝑥, 𝑦) =
1

2𝜋𝜎2 𝑒
−

𝑥2+𝑦2

2𝜎2  (4) 

 

Where, 𝜎 is the standard deviation of the distribution. The larger the value of 𝜎, the greater the blurring is [22]. 

The result of this step is shown in Figure 6(b). 

 

2.2.2. Binary conversion  

The correct intensity value to employ as a threshold to binarize the image into two types of pixels 

(pupil and non-pupil) should be found in this step. The challenge of determining an ideal threshold value 

suitable to all eye images can be regarded as unreasonable due to the broad range of brightness distribution 

differences of eye images. Furthermore, for every threshold value, some pixels may not belong to the pupil 

area and have an intensity value lower than the threshold value. To address these two issues, a threshold 

value is generated using first-order statistical analysis based on the intensity distribution, and steps of 

cleaning are used to the resulting binary image to eliminate non-pupil pixels. The image histogram is divided 

into five bins, since the pupil pixels have the lowest value near or equal to zero. The gray level 𝐺 that 

corresponds to an average of histogram bins (1 and 2) will be used as a threshold as in (5). 

 

𝐺 = (𝑖𝑚𝑔𝐵𝑖𝑛(1) + 𝑖𝑚𝑔𝐵𝑖𝑛(2))/2 (5) 

 

Where, 𝑖𝑚𝑔𝐵𝑖𝑛 (𝑖) represents the histogram frequencies at gray level 𝑖. 
In general, all intensity values below (𝑇) in the eye image are changed to 1 (consider as object), and 

all intensity values above or equal to 𝑇 are changed to 0 (consider as background), that is: 

 

𝐵𝑖𝑚(𝑥, 𝑦) = {
1  𝑖𝑓  𝐼(𝑥, 𝑦) ≤ 𝑇
0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (6) 

 

Where 𝐼 (𝑥, 𝑦) represent the intensity value at location (𝑥, 𝑦), and 𝐵𝑖𝑚 (𝑥, 𝑦) is the pixel value that has been 

converted. The result of this step is in Figure 6(c). 

 

2.2.3. Morphology operation 

Eye image contains in the pupil region white points. In CASIA-V4, the pupil region contains eight 

roughly white dots randomly located inside it. The main white segment is represented by the backdrop area (i.e., 

the area surrounding the pupil region), and the other white spots are reflection locations inside the pupil (which 

should convert to black points). To detect the presence of these reflection points, the closing morphology process 

with the kernel (11×11) is used to the resulting (pupil/non-pupil) binary images [23] as shown in Figure 6(d). 

 

3.2.4. Pupil area extraction 

To collect the pupil region the connected components in a 2-D binary image are extracted by using 

8-neighbors. Then the area of each connected compothe nent is computed according to: 

 

𝐴𝑖 =  ∑ ∑ 𝑏𝑖𝑚(𝑥, 𝑦)𝑁−1
𝑦=0

𝑀−1
𝑥=0  (7) 

 

Then the component with the largest area represents the pupil region [24]. The pupil center (𝑋𝑝, 𝑌𝑝) is 

calculated by averaging the coordinates of the points in the pupil region using: 

 

𝑥𝑝 =
1

𝑁
∑ 𝑥𝑖  , 𝑦𝑝 =

1

𝑁

𝑁
𝑖=1 ∑ 𝑦𝑖

𝑁
𝑖=1  (8) 

 

Where, 𝑁 is the number of collected points in pupil regions. The reslts for this stage shown in Figure 6(e). 
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2.2.5 Compute pupil radius 

To find pupil radius we move around the four directions (top, right, down, and left) from the 

specified point (𝑥𝑝, 𝑦𝑝). For each direction, we find the first background pixel. Let 𝑥𝑙 be the first background 

pixel detected on the left side of the line (𝑦 = 𝑦𝑝) during the horizontal scan, and 𝑥𝑟 be the first background 

pixel found on the right side of the same horizontal scan. The horizontal radius, 𝑅ℎ, is then calculated: 
 

𝑅ℎ =
1

2
(𝑥𝑙   ̶  𝑥𝑟) (9) 

 

When a vertical scan is done down the column (𝑥 = 𝑥𝑝), let 𝑥𝑏, 𝑥𝑡 be the first met background pixels 

to the bottom and top sides, respectively. 𝑅𝑣 is the vertically assessed radius, and it’s calculated like this: 
 

𝑅𝑣 =
1

2
(𝑥𝑡   ̶ 𝑥𝑏) (10) 

 

Then, the pupil radius 𝑅𝑝 can be calculated as:  
 

𝑅𝑝 =
1

2
 (𝑅ℎ + 𝑅𝑣) (11) 

 

The results for this stage shown in Figure 6(f). 
 

 

   
   

(a) (b) (c) 
   
   

   
   

(d) (e) (f) 
 

Figure 6. Results of pupil segmentation for CASIA-V1 dataset: (a) input image (original), (b) image after 

smoothing, (c) convert to a binary image, (d) applying the morphology operation and reflection point 

removal results, (e) the pupil region with four directions, and (f) detected pupil region 
 

 

3. RESULTS AND DISCUSSION  

To evaluate the performance of the proposed method, we use iris images obtained from CASIA-V1.0 

and CASIA-V4.0 iris image datasets. The results will be evaluated by calculating the accuracy of the correctly 

detected iris in the dataset. The followed accuracy equation is written as in (12). 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑒𝑑 𝑖𝑚𝑎𝑔𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑖𝑚𝑎𝑔𝑒𝑠
×100 (12) 

 

3.1.  Iris image dataset 

CASIA iris image dataset V1 was utilized as the dataset. The centre for biometrics and security 

research compiled this dataset. The CASIA iris image dataset, version 1.0, contains 756 images from 108 

different persons. There are seven images for each eye[25]. Each iris image has a resolution of 280×320 

pixels and is in grayscale. There are 2639 iris images in CASIA version 4.0 (interval class). All iris images 

are 8-bit gray-level JPEG files that were captured or produced under near-infrared illumination. Each iris 

image is 280×320 pixels and is grayscale (256 levels) [26]. 
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3.2.  Results of iris boundary segmentation 

Iris boundary segmentation is achieved by determining the geometrical parameters of the iris, 

namely the iris center and radius (inner and outer). The suggested method’s results on several randomly 

selected images from the CASIA-V1 (as shown in Figure 7(a)) and CASIA-V4 (as shown in Figure 7(b)) 

datasets. The results show the performance of the proposed method against different previously mentioned 

problems that can be arisen during iris segmentation process such as varying illumination, obstruction of the 

upper or lower eyelids, and the eyelash overlaps with iris region. 
 

 

    
    

(a) 
    

    

    
    

(b) 
 

Figure 7. Samples of accurate iris Segmentation results for images belong to (a) CASIA1 dataset and 

(b) CASIA4 dataset  
 

 

The accuracy is about (100%) for CASIA-V1 for both inner and outer boundaries. For CASIA-V4 

the accuracy is about (99.60) for the inner boundary and (99.16) for the outer boundary. To evaluate the 

performance of the new method, and show that its results are butter than those of the existing experiments. 

This section reviews the results of our proposed method and comparison with many previously published 

studies that use the CASIA iris datasets. Table 1 shows the comparison of the overall accuracy with several 

existing methods for CASIA-Iris Dataset with its many versions. 
 

 

Table 1. Comparison our method with some recent segmentation methods on CASIA dataset 
Method in reference A version of CASIA-iris dataset Overall accuracy 

U-Net [6] CASIA-V1 Ranging (96% − 97%) 

FD-UNet [7] CASIA-V4 97.36% 

Faster R-CNN [8] CASIA-V4 95.49% 
Seg. by circular HT [9] CASIA-Iris Integro-differential (91.39%) 

Circular HT (93.06%) 

Iris localization (image processing techniques) [10] CASIA-V1, CASIA-V4 96.48% − 95.1% 

Proposed method CASIA-V1, CASIA-V4 100% − 99.16% 

 

 

4. CONCLUSION  

Segmentation is an important part of the iris recognition system. Since it is important to detect the 

iris area first before any further process could be conducted. In this work, the iris segmentation method is 

developed. This method consists of two stages, first: detects the outer iris boundary by applying a number of 

steps: eye image enhancement, edge detection by using a Canny edge detector, gamma adjustment, image 

binarization and applying circular Hough transform. Second: detect the inner iris boundary by applying: Gaussian 

filter, binarized image by histogram thresholding, morphology operation and compute pupil radius to detect pupil 

boundary that represents inner iris boundary. Combining gamma transform and histogram enhancement 

techniques is particularly useful for separating eyelash and eyelid traces that may occur in the iris region. 
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The inclusion of some first-order statistical factors is critical for pupil localization since iris images are 

sensitive to variable illumination, making the use of a fixed threshold value unfeasible. The pupil region is 

determined in the proposed technique by employing an adaptive threshold, whose value is obtained from the 

intensity distribution and first-order statistical analysis. The method is tested on CASIA iris image dataset V1 

and V4. The accuracy results for both datasets are 100% and 99.16 respectively. The future work will involve 

using these segmented iris images to develop a sophisticated iris recognition system. 
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