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 Recommendation systems (RS) are crucial for social networking sites. 

Without it, finding precise products is harder. However, existing systems 

lack adequate efficiency, especially with big data. This paper presents a 

prototype cloud-based recommendation system for processing big data. The 

proposed work is implemented by utilizing the matrix factorization method 

with three approaches. In the first approach, singular value decomposition 

(SVD) is used, which is an old and traditional recommendation technique. 

The second recommendation approach is fine-tuned using the alternating 

least squares (ALS) algorithm with Apache Spark. Finally, the deep neural 

network (DNN) algorithm is utilized with TensorFlow. This study solves the 

challenge of handling large-scale datasets in the collaborative filtering (CF) 

technique after tuning the algorithms by adjusting the parameters in the 

second approach, which uses machine learning, as well as in the third 

approach, which uses deep learning. Furthermore, the results of these two 

approaches outperformed conventional techniques and achieved an 

acceptable computational time. The dataset size is about 1.5 GB and it is 

collected from the Goodreads website API. Moreover, the Hadoop 

distributed file system (HDFS) is used as cloud storage instead of the 

computer’s local disk for handling larger dataset sizes in the future. 
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1. INTRODUCTION 

Big data generally consist of many basic data and valuable knowledge can be excavated by 

expanding these data. Occasionally useful knowledge can be found even in error data so, the researchers can 

mine more valuable information from the big data [1]. The advancement of big data is resulting a huge 

redundancy problem that interfered with the process of knowledge obtaining. Over the past few years, big 

data has become increasingly prominent and its definition varies from one source to another. Some people 

refer to big data as the process of extracting, transforming, and loading massive amounts of data and others 

have different perspectives on its various attributes, including volume, variety, speed, veracity, variability, 

visualization, and value. The field of big data is constantly evolving, and the amount of data being generated 

is in the range of terabytes to zettabytes [2]. The recommendation system is known as the best solution for 

that problem since it recommends the product to the users according to their interests and hobbies [3]. 

The recommendation system is a subfield of natural language processing (NLP). NLP utilizes algorithmic 

methods rooted in statistical approaches or it applies machine learning algorithms to determine semantic 

meaning from text data [4]. The recommendation system has four filter types which are collaborative, 
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content-based, demographic, and hybrid as shown in Figure 1. The collaborative filtering (CF) method is 

broadly applied to personalized recommendations. The CF works by gathering user feedback in the form of 

ratings for items. Then it exploits similarities in rating behavior amongst various users in finding how to 

recommend an item. It works on the principle that the user who has the same opinion in the past will have 

similar choices in the future as well [5]. 

 

 

 
 

Figure 1. Recommendation system methods 

 

 

Matrix factorization (MF) is a powerful method for finding hidden information inside the data. MF 

is characterized by both products and users by vectors of factors derived from product rating forms. The high 

correspondence between user factors and product factors conducts the recommendation [6].  

Singular value decomposition (SVD) is well known MF example. It is used for recognizing latent 

factors in the area of Information retrieval to treat collaborative filtering problems. In the recommendation 

system, the matrix of user-item can be decomposed to the matrix of low dimensional through SVD [7]. 

The main disadvantage of this method is that the process of model building is computationally expensive as 

well as, the volume of memory usage is extremely intensive. In addition, SVD does not reduce the problem 

of cold start [8].  

Therefore, finding alternative methods is highly recommended especially, methods that tackle with big 

data. Hence, the proposed MF model is constructed in this work three times to compare modern methods such 

as alternating least squares (ALS) and deep neural network (DNN) with traditional methods such as SVD. 

So firstly, the SVD is used to check how the traditional method deal with the big data. Secondly, the ALS 

algorithm has been used which is one of the algorithms inside the machine learning package of the Apache 

Spark big data tool. Finally, a deep neural network algorithm is utilized by operating the Keras framework on 

top of TensorFlow.  

The justification behind operating DNN that it is works perfectly when a massive of complexities 

are exists or when there are huge amounts of training cases [9]. Also, the justification behind operating ALS 

is that it has a practical method for dealing with implicit data that is commonly non-sparse. Besides, ALS is a 

more effective optimization technique and quite easy to parallelize [10]. 

The big dataset is previously collected from Goodreads social networks website which is the world’s 

largest site for readers and book recommendations. Hadoop distributed file system cloud storage is employed 

to handle the utilized big dataset. Also, the proposed cloud storage system was designed to handle bigger 

datasets for future work. 
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This article is structured as: in section two the related work to this article is provided. Section three 

describes the system algorithms and tools, section four describes the proposed system architecture precisely. 

Section five shows the results and finally, the conclusion is presented in section six. 
 
 

2. RELATED WORK 

A tremendous number of articles are published on the topic of recommendation system recently 

using machine learning and deep learning. Essentially, there have been several approaches to building an 

effective system. In this part, the concentration will be on credible works in this field. Liu et al. [11] 

proposed explicit-implicit feedback based on the algorithm of neural matrix factorization. They discover 

modern loss function depending on direct and indirect feedback with neural networks for predicting the 

user’s preference. Zhang et al. [12] explored a framework that combined collaborative filtering with deep 

learning. They separate the framework into two sections the first one utilizes the feature representation 

technique according to the quadric polynomial regression. In section two, the latent features are employed to 

be an input for the neural network to estimate the ratings. Yanes et al. [13] suggested a recommendation 

system for expecting the suitable actions that can be offered by college staff to improve the quality of courses 

they teach and consequently the complete educational program. The recommendation process was according 

to the specifications of the courses, academic archives, and course learning evaluations. They tested five 

important algorithms of machine learning for expecting suitable actions however, four approaches are 

categorized as problem transformation techniques. Zhang et al. [14] proposed topical attention matrix 

factorization with the probability method using a social network dataset. The work consists of three learning 

phases and performs a good result in treating the cold start method. Moreover, they found that the ratings and 

comments are time-sensitive which means old comments might become noise data for recommendations. 

Awan et al. [15] applied a movie recommender system according to a collaborative filtering method utilizing 

the ALS algorithm inside Spark to anticipate the rated movies. In their implementation, the last search data of 

a user regarding movies have been used to train the recommendation system and find the list of forecasts for 

top ratings. The work utilized a model-based method of matrix factorization and solved many problems of 

that method. Prasetyaningrum et al. [16] present a method for making decisions based on multiple criteria, 

which incorporates feedback from social media. They merge sentiment analysis with the analytical hierarchy 

process (AHP), allowing for the integration of user and public opinion in the decision-making process. This 

approach aims to provide users with optimal recommendations by combining AHP calculations with criteria 

obtained from social media. 

This study employs the capabilities of NLP with both machine learning and deep learning to build a 

prototype recommendation system that handles and processes big data. However, Hadoop cloud storage is 

used instead of the computer’s local disk for handling tremendous size of data. The constructed systems 

based on a collaborative filtering method showed their effectiveness in both ALS and DNN models. 
 
 

3. SYSTEM ALGORITHMS AND TOOLS 

The study mainly consists of two fundamental models that play a significant role in the field of 

artificial intelligence: the machine learning model that employs the ALS algorithm and the deep learning 

model that utilizes the DNN algorithm. These models employ different methods to learn patterns from data, 

which makes them suitable for various applications. The following subsection illustrates both models 

separately and demonstrates all the utilized tools. 
 

3.1.  Alternating least squares with Spark 

ALS algorithm offers an expert technique for dimensionality reduction in the collaborative filtering 

method. Recently ALS is used with the latest big data tool Apache Spark MLlib because it can handle the 

complex computations of ALS [17]. Spark is an open-source framework that processes the data inside the 

RAM. It permits the fast processing of massive data with the capabilities of parallel data processing over 

distributed nodes. However, multi-threaded lightweight processes can run on Spark inside Java virtual machine 

(JVM). Spark can upload and download the data from Apache Hadoop by accessing Hadoop distributed file 

system (HDFS) since it works on top of the existing Hadoop cluster [18]. The management of several 

operations is quite simple with Apache Spark by providing a data pipeline method. Also, the characteristics of 

Spark are appropriate from the bottom-up for treating big data and it is much faster than other big data tools 

such as Hadoop. Besides, it supports many programming languages such as Java, Scala, Python, and R [19]. 

Fortunately, the Spark machine learning library consists of an implementation of the ALS algorithm for building 

a model in the form of collaborative filtering [20]. However, Spark MLlib is a well-known open-source 

machine learning library that operates on large datasets and uses automatic data parallelization. It supports a 

wide range of machine learning tasks, including regression, dimensionality reduction, clustering, classification, 

and feature extraction [21]. 
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3.2.  Deep neural networks with Keras 

DNN algorithm recently have been discovered to be efficient in various fields, starting from 

computer vision, face recognition, to natural language processing. Besides, there are fairly few articles on 

operating DNN for recommendation systems and showing astonishing results [22]. The structures of deep 

neural networks outperform the other machine learning algorithms, especially in the recommendation topic. 

However, it provides better accuracy with further feature abstraction, and also offers the best ability of 

learning with complex data [23]. One of the most famous used packages for functioning DNN is Keras. 

Keras is a well-known framework that provides uncomplicated application programming interfaces. 

It is one of the most utilized deep learning models between top-five winning groups on Kaggle. Keras is written 

in Python and used by many scientific organizations around the globe such as NASA due to its quick model 

training. Furthermore, it takes the advantage of TensorFlow’s deployment abilities [24], [25]. TensorFlow is an 

open-source platform founded by Google and it can be run on the different operating system and support both 

central processing unit (CPU) and graphics processing unit (GPU). Also, it is a proven software to generate 

models and productionize deep neural learning according to the data-flow charts [26]. 

 

 

4. PROPOSED SYSTEM ARCHITECTURE 

In this section, the proposed techniques for building a recommendation system using three 

approaches which are SVD, ALS using Spark, and DNN using TensorFlow deep learning library are 

presented. The proposed framework is used the same big dataset three times and each time with one of the 

utilized approaches separately to test the most accurate approach. The overall framework of the proposed 

system architecture and system steps for all three approaches are shown in Figure 2 and Figure 3 

respectively. As can be seen, the framework steps consist of eight stages: 

a) Collecting and aggregating the big dataset from Goodreads API which allows developers access to 

Goodreads data. 

b) In this step, to discover the power of the utilized approaches with any type of data even heterogeneous data, 

only a few pre-processing steps have been used which are feature selection and changing the rating text into a 

numeric value by a few steps of natural language processing techniques for being accepted by the algorithms. 

Hence, the numeric rating is scaled from 0 to 5 where (0 = no rating) and (5 = highest rating). 

c) In this step, the collected dataset has been uploaded to the Hadoop distributed file system (HDFS) and 

transformed to be processed by SVD, ALS, and DNN algorithms separately which means the data fed to 

the algorithms from the cloud storage instead of the PC local disk.  

d) In this step, three recommendation models (approaches) have been built. The first model employed the 

SVD algorithm. Also, for the second model, the ALS algorithm of the Apache Spark machine learning 

library is utilized. The other model employed the DNN algorithm by using the Keras library on top of 

TensorFlow. 

e) In this step, building three matrix factorization models, each model representing one of the utilized 

approaches. 

f) Gaining three lists of the recommended books from the three utilized approaches. 

g) Evaluating each approach list individually.  

h) Comparison between the results of the approaches based on some measures that are appropriate with the 

recommendation system as well as to the time performance comparison. 

 

 

 
 

Figure 2. The proposed recommendation system architecture 
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Figure 3. The proposed system steps 

 

 

5. EXPERIMENTAL AND RESULTS 

In the following subsections, the details of the experiments and results is shown. An experimental 

setup is presented in subsection 5.1, dataset description is given in subsection 5.2. Finally, results and 

analysis are introduced in subsection 5.3. 

 

5.1.  Experimental setup 

All the experiments were carried out on the Linux-Debian 9 64-bits operating system. To implement 

the ALS algorithms firstly, Apache Spark should be installed with all its dependencies such as Scala, and 

JDK. Similarly, to operate a DNN initially, TensorFlow and Keras frameworks have been installed. The rest 

information about the tested environment is shown in Table 1. 

 

 

Table 1. Tested environment 
No. Resource type Details 

1 Host O.S Windows 10, 64-bits 

2 Guest O.S Debian 9, 64-bits 
3 VMware version 15.0.2 build-10952284 

4 Computer CPU Intel® core™ i7-8850H CPU @ 2.60GHz 2.59 GHz 

5 VMware RAM size 30 GB 
6 VMware hard disk size 120 GB 

7 Type of hard disk drive SSD 

8 Spark version Spark-3.2.0-bin-hadoop2.7 
9 Tensor flow version: 2.3.0 

10 Keras version: 2.4.0 

11 Pandas 1.2.4 
12 Python version The latest release of Anaconda with Python 3.8.8 

13 Hadoop version Hadoop 2.8.5 with 128 block size 

 

 

5.2.  Datasets description 

To validate the proposed techniques, two real datasets have been used in this work. The datasets were 

taken from Goodreads social site API which presents the information’s on the books [27]. It consists of two 
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CSV parts the first part is about the books, author, publisher, and ratings. and the second dataset part is about the 

book ratings by the users and the rating presents as a short text in the dataset file which means it needs many 

natural language processing techniques for acquiring a good result. The size of the datasets is about 1.5 GB and 

have more than 2 million user ratings. Table 2 demonstrates additional details on the datasets. 

 

 

Table 2. Characteristics of the datasets 
No. Name of the dataset Size No. of fields (attributes) No. of rows 

1. Book.csv 1.49 GB 18 1795474 
2. Rating.csv 28 MB 3 362602 

3. Total 1.5 GB 21 2158076 

 

 

5.3.  Results and analysis 

As mentioned before, the proposed work is divided into three approaches using three types of 

algorithms. The utilized algorithms are singular value decomposition in approach one, alternating least 

squares in approach two, and deep neural networks in approach three. For each approach, the measures of 

root mean squared error (RMSE), mean absolute error (MAE), and execution time have been computed. 

For calculating these measures, it should cut a sub-matrix of several dimensions from several parts of the 

matrix and then compute the scores to find out how well the recommender system is performed partly and 

entirely. The following subsections show all three approaches as well as a brief comparison between them. 

 

5.3.1. Approach one 

The SVD algorithm is used in this approach and the datasets are randomly divided into 80% train 

data and 20% test data. A few data preprocessing steps have been done for applying SVD using the matrix 

factorization technique. The outcome obtained a low proportion of both RMSE and MAE measures with a 

long-time performance as shown in Figure 4, Figure 5, and Figure 6. Besides, this algorithm can not deal 

with the of problem cold start. 

 

5.3.2. Approach two 

In this approach, the recommendation system was built on matrix factorization and the ALS algorithm 

by utilizing the Apache Spark machine learning library (MLlib). Python programing language has been used 

which already exists in the Spark API under the name of Pyspark. The obtained result is much better than the 

SVD. However, the ALS records a smaller time performance than the SVD and DNN approaches. 

 

5.3.3. Approach three 

In the final approach, the recommendation system was built on matrix factorization and the DNN 

algorithm. The proposed DNN approach has been executed using the Keras framework on top of the 

TensorFlow library. The datasets are randomly divided into 80% train data and 20% test data. After many 

examinations, the model shows its best tunning in the epochs of 25, with 64 batch-size. The acquired result 

scored the best ratio among the utilized approaches which are 0.67 RMSE and 0.56 MAE which means more 

than 75% of accuracy. In addition, it recorded a slightly bigger time performance than the ALS approach and 

a smaller time performance compared to the SVD. 

 

5.3.4.  Comparison between the approaches 

After performing all the approaches, now presenting a few comparisons among them are 

compulsory to determine the best approach. The comparisons concentrate on the time performance and also 

on the other acquired measures such as RMSE and MAE. It can be concluded that the SVD algorithm 

produced a negative impact on big data because it needs a high computational time for model building due to 

its structure. In addition, the SVD is memory (RAM) consuming and also provides a very low accuracy rate 

compared to ALS and DNN approaches. Likewise, the SVD suffers from a cold-start problem, which 

describes the trouble of making recommendations when the users or the items are new, which remains a great 

challenge for the SVD in collaborative filtering. On the other hand, the measures for both ALS and DNN 

approaches are very close to each other. The time performance of the DNN approach is slightly bigger than 

the ALS. Likewise, these two approaches can recommend three books out of four and outperformers 

compared to the SVD approach especially if the dataset is huge. The results of all approaches have been 

shown in Figure 4, Figure 5, and Figure 6.  
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Figure 4. RMSE results Figure 5. MAE results 
  

  

 
 

Figure 6. Execution time results 
 

 

6. CONCLUSION 

In this article, three approaches of the matrix factorization method have been tested to find out an 

accurate big data recommendation system among them and then recommend the relevant type of books to the 

reader. The first approach is SVD which used in this work just for comparing the efficiency of this traditional 

method with the modern methods in treating big data. For the second approach, the ALS algorithm is utilized 

within the machine learning package of Apache Spark 3.2.0. Finally, operating the capabilities of the DNN 

algorithm utilizing the Keras framework on top of TensorFlow. The datasets consist of two files, the first one 

is consisting of information about the books, and the second file consisting a user rating as a short natural 

language text with a size of 1.5 GB. Moreover, Hadoop HDFS cloud storage is employed to handle the 

utilized big dataset instead of the local disc. Besides, the proposed cloud storage system was designed to 

handle bigger datasets for the future. The study tuned the architecture of the ALS and DNN algorithms and 

presents its effectiveness with big data for collaborative filtering techniques. The results of approach one 

(SVD) show that conventional techniques cannot deal efficiently with big data and it has a problem of cold start. 

On the other hand, the results of the other approaches (ALS and DNN) show that they can recommend about 3 

out of 4 books correctly to the readers with acceptable computational time and they have outperformed the 

conventional techniques. Future work will concentrate on gaining better results by adding more NLP techniques 

and also by employing optimization techniques. In addition, using parallel data processing (multi-nodes) for 

recommending a tremendous size of data. 
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