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 Speech recognition can be defined as converting voice signals into text or 

lines of words by using algorithms implemented in computer programs. 

There are several types of speech recognition, including recognition for 

isolated word speech, continuous speech, spontaneous speech, and 

conversational speech. Research on continuous speech recognition, 

especially in Indonesian, has been developed using both stochastic methods 

such as Hidden Markov model (HMM) and deep learning methods. 

Currently, deep learning approaches are more widely used in speech 

recognition applications. This research optimizes Indonesian speech 

recognition by adding convolution layers to the bidirectional long short-term 

memory (Bi-LSTM) architecture. The goal of this research is to find the best 

architecture so that better Indonesian continuous speech recognition results 

can be obtained. The dataset used in this research was created by the 

intelligent systems research group in the Department of Informatics at 

Universitas Diponegoro. All speakers who participated in this dataset came 

from five ethnic groups in Indonesia, representing the dialects of their 

respective ethnic groups. The research results show that by adding a 

convolution layer to the Bi-LSTM architecture, speech recognition 

performance increases significantly with an average word error rate (WER) 

reduction of 15.56% compared to using only the Bi-LSTM architecture. 
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1. INTRODUCTION 

Speech recognition is part of the speech processing research area which in recent years has been 

widely developed in various application fields such as education, health, telecommunications and 

entertainment. It can be defined as the process of converting speech signals into text or lines of words by 

using machine learning algorithms and implemented in computer programs [1]. There are several types of 

speech recognition, including isolated word speech recognition [2], continuous speech [3], and spontaneous 

speech [4].  

Research on continuous speech recognition, especially for Indonesian, has been developed using 

both stochastic methods such as Hidden Markov model (HMM) [5], [6] and deep learning [7]-[11]. Deep 

learning techniques have been widely used in recent years, enabling increased accuracy in automatic speech 

recognition (ASR) systems like the research of [12], [13]. The use of deep learning aim to simplify the 

processing pipeline by training a single model to directly map speech signals to their corresponding text 

transcriptions [1]. Most end-to-end ASR systems use deep neural networks (DNNs) to learn acoustic and 

linguistic representations directly from the input speech signals [14]. Deep learning techniques in ASR are 

https://creativecommons.org/licenses/by-sa/4.0/
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always developing, starting from recurrent neural network (RNN) [15], [16], long-short time memory 

(LSTM) [17], [18], bidirectional long short-term memory (Bi-LSTM) [19], Transformer [20], [21] to 

Conformer [22], [23]. This development emerged to overcome various weaknesses of previous methods. For 

example, LSTM overcomes the weakness of RNN which can cause vanishing gradients. Conformer is a 

development of Transformer by adding a convolution block to the transformer encoder. For ASR tasks, this 

can reduce the word error rate (WER) value. 

Compared to traditional acoustic models, RNN-based architectures offer several advantages in 

speech recognition. One key benefit is their ability to capture long-term temporal dependencies [24], [25] in 

speech data, allowing them to model the dynamic characteristics of speech signals effectively. However, 

RNNs struggle with processing long sequences due to memory limitations and the vanishing gradient 

problem [26]. 

A solution to this issue is LSTM, which significantly improves RNNs’ ability to learn long-term 

dependencies [27]. LSTM has proven effective in speech recognition tasks [28]. However, a limitation of 

conventional RNNs, including unidirectional LSTM, is that they only utilize past context. In speech 

recognition, where entire speech sequences are transcribed simultaneously, leveraging future context is also 

beneficial. Bidirectional RNN (BRNN) [29] addresses this by processing data in both directions using two 

hidden states, which are then passed to the same output layer. Combining BRNN with LSTM results in Bi-

LSTM, allowing the model to utilize the past and future contexts for better learning. 

Bi-LSTM networks have been applied to phoneme classification task [30], [31], with studies showing 

that they outperform unidirectional LSTM and standard RNNs in frame-wise phoneme classification. This 

suggests that Bi-LSTM is well-suited for speech processing, where contextual information plays a crucial role 

[26]. However, recent research indicates that certain convolutional neural network (CNN) architectures can 

achieve state-of-the-art accuracy in tasks like audio synthesis, word-level language modeling, and machine 

translation [32], [33]. CNNs offer the advantage of faster training through parallel computation. It can also 

overcome common challenges associated with recurrent models, such as the vanishing or exploding gradient 

problem and difficulties retaining long-term memory [1]. Therefore, this research optimizes Indonesian speech 

recognition by adding a convolution layer to the Bi-LSTM architecture. The research aims to find out whether 

adding convolution to several Bi-LSTM layers will be able to reduce the WER so that it can improve the 

performance of continuous speech recognition in Indonesian. 

 

 

2. RESEARCH METHOD  

The research consists of several stages: data collection, dataset distribution, feature extraction, 

normalization, model training, speech recognition and evaluation.  

 

2.1.  Data collection 

The dataset used in this study is the same as that used in [7] which collection of speech from several 

types of dialects from ethnic groups in Indonesia. This dataset was produced solely by the Department of 

Computer Science/Informatics, Universitas Diponegoro. All of the speakers who took part in the creation of 

this dataset came from all over Indonesia by representing the dialect of each speaker’s tribe. There are five 

types of dialects used in this dataset, namely Balinese, Batak, Javanese, Minang, and Sundanese dialects. 

There are 23 speakers involved in the data acquisition process. The recording process used Audacity software 

with a sample rate of 44,100 Hz, 32-Bit Float type, mono channel and each audio was stored in wav format 

(waveform audio file format). 

There are 70 sentences spoken in this dataset. The sentences that the speaker uttered consisted of 20 

sentences from our beginning research about speech recognition and 50 sentences from previous research 

about disaster mitigation. However, only 19 speakers uttered 70 sentences while the others only uttered 20 

sentences from the beginning research. These sentences are structured randomly. Sentences related to disaster 

mitigation are structured as closely as possible to the situation in the field. The number of sentences spoken 

by 23 speakers is 1410. 

 

2.2.  Data splitting 

From the data that has been collected, the data is split into training, validation and testing data. The 

distribution of data for training data, validation data and test data are 60%, 20%, and 20 %, respectively. 

 

2.3.  Feature extraction 

The feature used in this study is mel-frequency cepstral coefficients (MFCC). The use of MFCC is 

based on research conducted by Sustika et al. [34] and Swedia et al. [35] which states that MFCC feature 

input can provide better performance for speech recognition using deep learning methods. MFCC has seven 
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stages, namely the pre-emphasize process, frame blocking, windowing, fast fourier transform, mel filterbank, 

discrete cosine transforms, and cepstral liftering [1]. Pre-emphasize is used to amplify energy in the high-

frequencies of the input speech signal. Frame blocking is a stage for dividing the speech signal into several 

frames and there are overlapping parts between frames to avoid missing signal data. In this study, a frame 

size of 25 milliseconds will be used and an overlap of 10 milliseconds or 40% of the frame length will be 

used. The windowing process used in this study is the Hamming window function.  

Fast Fourier Transform (FFT) will transform the speech signal from the time domain to the 

frequency domain [3]. The results of the Fast Fourier Transform will be filtered using a mel scale with the 

help of a triangular filter bank to find out the available energy at each point. In this process 40 filters are used 

on the mel scale to extract the frequency bands. Discrete cosine transform is the next stage of the MFCC 

algorithm, which will produce the coefficients used for recognition of a speech signal. The coefficients are 

obtained by converting the mel-spectrum into the time domain. The number of coefficients produced by this 

process are 13, 26 and 39. Determination of this value is based on previous research that we have conducted. 

The value contained in these coefficients is called the acoustic vector which characterizes a sound signal. 

 

2.4.  Normalization 

The next step after the feature extraction stage is normalization. Feature normalization is performed 

using the Z-Score Normalization method [36], also known as standardization. This is generated by subtracting 

the feature coefficient value from the feature mean and then dividing it by the feature standard deviation. 

 

2.5.  Model training 

The model architecture used in the training process can be seen in Figure 1. In this architecture, the 

convolution process is done before being processed into Bi-LSTM. There are two blocks in the proposed 

architecture. The convolution block consists of convolution with ReLU, max pooling, dropout, and batch 

normalization, while the Bi-LSTM block consists of Bi-LSTM with tanh, dropout, and batch normalization. 

N indicates the number of layers in Bi-LSTM. 
 

 

 
 

Figure 1. Model architecture  
 

 

In the convolution block, several kernel and filter sizes are tested so the best model can be selected 

for the next step of the speech recognition process. Kernels are used for the convolution process and filters 

are used for the max pooling process. More details on kernel and filter sizes can be seen in the test scenarios 

subsection. The dropout function is a regularization technique that helps prevent overfitting by randomly 

setting a fraction of input units to zero during training. Those units (along with their connections) will not 

contribute to the forward pass or backpropagation during a particular training iteration. Batch normalization 

is a technique to improve training speed and stability. It involves normalizing the activations of each layer 

across the mini-batch during training. This normalization helps to mitigate issues like internal covariate shift 

and ensures that the inputs to each layer remain within a certain range, which can speed up training. 

The connectionist temporal classification (CTC) is used to determine the sequence distribution by 

applying the softmax function to the Dense Layer network result output for each time step [37]. The input is a 

sequence of observations (such as acoustic features for speech recognition or pen-tip positions for 

handwriting recognition), and the output is a sequence of symbols (such as phonemes for speech or 

characters for handwriting). However, the alignment between the input and output sequences may not be one-

to-one; there may be many-to-one or many-to-many mappings. CTC addresses this problem by allowing the 

learning algorithm to learn such mappings directly from the data without requiring explicitly aligned input-

output pairs. It works by introducing a "blank" symbol and allowing repeated occurrences of symbols in the 

output sequence. By allowing the model to learn the alignment between input and output sequences directly 

from the data, CTC enables end-to-end training of sequence models without the need for handcrafted 

alignment annotation. 

 

2.6.  Testing 

The result of the training process is a speech recognition model. Using the model generated during 

training, the next step is the testing phase. In this phase, the data used consists of test data, which accounts for 

20% of the total dataset.  
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2.7.  Evaluation 

Evaluation is done by looking at the value of the train loss and validation loss during the training 

process and calculating the WER during the testing process. Train loss refers to the measure of error between 

the predicted values of a model during training and the actual values. Validation loss is a metric for 

evaluating model performance on data that has not been trained. During training, 20% of the dataset is set as 

validation data. The smaller the loss and WER values, the better the performance. WER calculates the 

percentage of words that are predicted incorrectly based on three main types of errors, namely, substitution if 

words are incorrectly transcribed, insertion if the words transcribed by the model are not in the reference text, 

and deletion if words are deleted during transcription. WER can be calculated using (1) [38]. 

 

𝑊𝐸𝑅 =
𝑆+𝐼+𝐷

𝑁
=

𝑆+𝐼+𝐷

𝐻+𝑆+𝐷
 (1) 

 

where S is the total substitution, I is the total insertion, D is the total deletion, N is the total word in reference 

text, and H is the total word correctly transcripted. 

  

 

3. RESULTS AND ANALYSIS  

3.1.  Testing scenarios 

There are three scenarios used in this study, as follows: 

− Scenario 1. Bi-LSTM without dropout  

In this scenario, hyperparameters are as follows: 

a. Learning rate: 0.1, 0.01, 0.02, and 0.05 

b. Number of units: 32, 64, and 128 

c. Number of layers: 1, 2, and 3 

d. Number of experiments for each hyperparameter combination: 3 times 

The metrics used in this test are the train loss and validation loss during the training process and 

WER measurements for the best trial test for each hyperparameter combination. The best WER value for the 

best parameter combination will be extended by adding layers of up to 7 layers. 

− Scenario 2. Bi-LSTM with dropout 

This scenario was conducted to test the use of dropouts and the effect of Batch Normalization on the 

model. The experiments conducted in this scenario is performed by using the learning rate, number of hidden 

units and number of layers resulted from scenario 1. The dropout value used is 0.1; 0.2; 0.3; 0.4; 0.5; 0.6. 

After getting the best dropout, then this value is used to test several Bi-LSTM layers. The number of layers 

tested further is 1, 2, 3, 4 and the dropout used is 0.1; 0.2; 0.3; and 0.4. 

− Scenario 3. Conv+Bi-LSTM 

This scenario is performed to test whether the addition of convolution layer to Bi-LSTM will further 

increase the accuracy of its recognition rate. One layer convolution is tested to several layers of Bi-LSTM. 

Some of the hyperparameters involved are as follows: 

a. Size of kernels: 3×3, 5×5, 7×7, 9×9, and 11×11 

b. Number of filters: 32, 64, 128 

c. Number of Bi-LSTM layers: 1, 2, 3, 4, and 5 

d. Number of experiments for each hyperparameter combination: 3 times 

In this scenario, the best combination is sought by looking at loss and validation loss in the training process 

and WER in the testing process. 

 

3.2.  Experiment result 

− Experiment result of scenario 1 

Table 1 shows the results of scenario 1. In this table, the training loss, validation loss and WER for 

each hyperparameter combination that has been previously set are shown. Based on the WER trend of each 

learning rate and the number of hidden units used, a learning rate of 0.05 was chosen, with a total of 64 

hidden units to be used in the next training process. Those values are chosen because the WER decreasing 

trend is more stable and more promising to produce the lowest WER if additional layers are used. Therefore, 

further testing was carried out by adding layers at a learning rate of 0.05 and a total of 64 Units. Each 

parameter combination was carried out 3 times an experiment and the best value was taken. Table 2 shows 

the test results. 
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Table 1. Experiment result of scenario 1 
Number 

of 

layers 

Learning 
rate 

Hidden unit 

32 64 128 

Loss V loss WER (%) Loss V Loss WER (%) Loss V loss WER (%) 

1 0.01 35.063 36.912 99.50 36.379 40.363 98.74 19.284 40.245 95.60  
0.02 37.110 42.333 98.74 28.938 41.650 97.11 31.705 40.739 97.61  
0.05 45.073 44.990 101.26 30.753 44.997 96.36 26.191 40.523 96.99  
0.1 53.519 50.099 99.87 43.439 49.754 99.50 31.050 37.010 96.99 

2 0.01 24.457 40.212 97.99 23.119 42.948 95.98 18.365 45.066 98.74  
0.02 23.983 35.564 94.22 29.767 39.114 98.37 11.729 42.659 95.85  
0.05 26.751 31.606 94.72 15.529 36.261 88.32 17.054 41.062 89.70  
0.1 43.487 42.198 97.11 35.200 32.840 95.23 12.572 29.575 86.56 

3 0.01 22.864 39.336 93.09 13.873 40.192 94.72 19.372 42.913 95.73  
0.02 18.521 29.921 91.96 30.457 37.236 94.85 21.903 34.388 95.35  
0.05 18.612 28.077 83.54 5.057 29.817 77.14 4.150 30.351 78.52  
0.1 35.537 32.370 96.11 19.913 31.837 86.95 5.583 18.089 67.59 

 

 

Table 2. Effect of addition layer on Bi-LSTM with LR = 0.05 and hidden unit = 64 
Number of layers Loss V loss WER (%) 

4 5.0189 21.4785 63.07 

5 5.7762 15.0152 54.77 

6 7.3146 15.5222 61.81 

7 15.7348 20.6376 72.74 

 

 

− Experiment result of scenario 2 

Based on the results of scenario 1, it can be seen that the smallest WER value is in a model with a 

learning rate of 0.05, the number of hidden units is 64 and the number of layers = 5. Henceforth these results 

are used to test the effect of using batch normalization (BN). Figure 2 shows a WER comparison graph to 

show the effect of BN implemented on the Bi-LSTM architecture. Figure 2(a) shows the WER value when 

using the Bi-LSTM+dropout model with BN, while Figure 2(b) shows the WER value when using the Bi-

LSTM+dropout model without BN. From Figure 2 it can be seen that the smallest WER is obtained in the Bi-

LSTM+Dropout model without using BN. With this model, various predefined dropout values are then 

tested. The results can be seen in Table 3. While the WER value if the Bi-LSTM model does not use a 

dropout is 54.77%. 

 

 

  

(a) (b) 

Figure 2. Effect of batch normalization to WER; (a) Bi-LSTM with BN and (b) Bi-LSTM without BN 

 

Table 3. WER value based on the number of layers in the Bi-LSTM+Dropout 
Number of Bi-LSTM Layer WER (%) 

D=0.1 D=0.2 D=0.3 D=0.4 

1 96.73 97.61 96.73 98.87 

2 84.42 83.04 80.91 81.03 
3 62.06 54.90 54.90 55.03 

4 46.48 44.60 44.35 48.87 

5 46.48 45.60 40.20 30.03 

D: Dropout 
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− Experiment result of scenario 3 

Experiment result of scenario 3 is shown in Table 4. The number of Bi-LSTM layers tested was only up 

to the fifth layer because based on the results of experiment 1, the addition of a sixth and seventh Bi-

LSTM layer produced a higher WER value compared to using five layers. 

 

 

Table 4. Experiment result of scenario 3 
Model Filter WER (%) 

K=11 K=9 K=7 K=5 K=3 

CB1 32 97.74 96.23 96.73 96.86 93.72 

 64 100.13 97.61 96.99 97.74 96.48 

 128 96.73 99.62 97.24 98.24 98.74 
CB2 32 82.66 77.39 75.25 74.50 70.73 

 64 86.68 79.90 77.01 79.71 69.10 

 128 78.39 78.83 66.06 80.37 64.30 

CB3 32 50.63 54.77 52.51 60.80 61.18 

 64 52.51 56.41 49.25 54.77 58.42 

 128 64.50 59.17 56.72 56.86 57.00 
CB4 32 35.30 34.17 50.88 33.29 49.62 

 64 40.45 39.93 34.05 29.15 40.20 

 128 35.43 48.24 36.70 36.81 42.97 
CB5 32 35.80 30.40 28.14 36.68 45.19 

 64 27.14 29.15 28.77 35.55 36.94 

 128 35.55 31.03 36.68 38.57 34.30 

K=Kernel 

CBx=1 layer Convolution+x layer Bi-LSTM 

 

 

3.3.  Discussion 

The results of scenario 1, it is shown that the Bi-LSTM model with 5 layers and 64 units executed 

using learning 0.05 shows a decrease in WER of 22.37% from Bi-LSTM with 3 layers. Meanwhile, the result 

of scenario 2 (Table 3) show that the addition of dropouts improves speech recognition performance. It also 

shows that the Bi-LSTM 2 layer to 4 layers with a dropout rate of 0,3 gives the lowest WER compared to 

other dropout rates and outperforms the performance of Bi-LSTM without dropouts.  

Meanwhile, the Bi-LSTM 1 layer works optimally if a dropout rate of 0,1 is applied, but this result 

is not better than the Bi-LSTM model without dropouts. So that the Bi-LSTM 1 layer for testing the effect of 

convolution is not applied dropout. Figure 2 show that the model with the addition of dropouts without 

applying batch normalization gives better performance than the model with batch normalization.  

Based on the results of scenario3, it is proven that convolution in several Bi-LSTM layers is able to 

improve the performance of language speech recognition Indonesia. The greater the number of layers in Bi-

LSTM, the better the WER value. For more details, the decrease in WER which shows the performance of 

adding convolution to the Bi-LSTM architecture can be seen in Table 5. 

 

 

Table 5. Performance of adding convolution to Bi-LSTM architecture 
Number of Bi-LSTM 

layer 
WER (%) Improvement (%) 

Bi-LSTM Bi-LSTM+Dropout Conv+Bi-LSTM+Dropout Decrease of WER 

1 95.60 96.73 93.72 3.01 3.11 

2 86.56 80.91 64.30 16.61 20.53 

3 67.59 54.90 49.25 5.65 10.29 
4 63.07 44.35 29.15 15.2 34.27 

5 54.77 30.03 27.14 2.89 9.63 

Average 15.56 

 

 

Compared with other studies, the results of this study can compete with other methods for 

Indonesian speech recognition. Figure 3 shows the WER values for the LSTM [7], Bi-LSTM, and Conv+Bi-

LSTM methods. From Figure 3, it can be observed that Conv+Bi-LSTM yields a lower WER compared to 

LSTM and Bi-LSTM. It indicates that speech recognition using Conv+Bi-LSTM performs better than Bi-

LSTM or LSTM alone. 
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Figure 3. Comparison with other methods  

 

 

4. CONCLUSION 

Optimization of Indonesian continuous speech recognition is performed by adding convolutions to 

the Bi-LSTM architecture. The results showed that by adding a convolution layer to Bi-LSTM architectures, 

speech recognition performance is significantly improved with an average WER reduction of 15.56%. In 

future work, these results can still be improved by adding input features with delta coefficients (first-order 

derivatives (or differences) of MFCC coefficients) and delta-delta coefficients (second-order derivatives of 

MFCC coefficients) or by increasing the number of convolution layers. 
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