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 This paper presents new techniques for designing a simple and reliable 

multifeatured biometric system based on a single trait source. First, a one-to-

one relationship between the feature’s edge and its associated angle is 

utilized after extracting the contrast feature using the gray-level co-occurring 

matrix (GLCM) method. Secondly, the classifying stage is modified to 

process one-dimensional vectors rather than the whole feature’s template. 

That means whatever the template size is, the matching operation is always 

processing a one-dimensional vector called a mean-feature vector which 

requires low storage and less computation complexity. Finally, for 

comparison purposes, the performances of the three biometric systems are 

calculated for recognizing 170 subjects taken from four facial databases. 

These comparisons are made using three error distance measurements. The 

recognition rates of the angle-based feature were very competitive to the 

regular edge-based results; however, the overall recognition accuracy is 

highly improved after fusing the decision of the two unibiometric systems 

using the Logic-OR operator. The fused system performance was 

satisfactory and it shows that the decision fusion of the single source trait 

based multifeatured system has promising performance represented by 

accuracy improvement, low storage, and low matching time. 
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1. INTRODUCTION  

The feature detection and extraction methods are definitely the processes of dimension reduction for 

subject information. The subject description should be maintained after applying those two operations, where 

the original features are reduced to be more appropriate for selecting, combining, or comparing operations. 

Recently, most modern applications have turned their intelligent systems into multimodal, also called 

multifeatured biometric systems, where the multimodal system can improve security, accuracy, and 

availability in an efficient manner. In machine learning, there are many factors that affect the performance of 

the biometric system for recognizing humans accurately, such factors are feature detection, feature extraction, 

template generation, or classification, however, system complexity and time-consuming are the major two 

disadvantages of such systems [1]–[4].  

The main goal of this work is to eliminate or highly reduce these two disadvantages by designing a 

single trait unibiometric system that functions like a multifeatured one. Therefore, a modification in the 

feature extraction stage is required to ensure that all multimodal elements exist, this modification includes 

generating a second feature from the same single trait, this step will set down the multimodal complexity to a 

unimodal level. The time-consuming of the multifeatured system can be overcome by the one-dimensional 

https://creativecommons.org/licenses/by-sa/4.0/
mailto:dr.muthana.hamd@uomustansiriyah.edu.iq


TELKOMNIKA Telecommun Comput El Control   

 

Philosophy design of single-trait based multi-feature biometric system (Rabab A. Rasool) 

123 

feature vector, which is the second modification step that accelerates the classification/matching processes 

and eliminates the second disadvantage factor of the multifeatured system. The two modification techniques 

will be demonstrated in detail next sections.  

This paper is organized as follows: section 2 is the other researchers’ related work, and section 3 

demonstrates the motivation of this work, while the modification techniques in the feature extraction and 

classification stages are illustrated in sections 4 and 5 respectively. The three modal comparison results are 

tabulated, graphed, and discussed in section 6. The recognition accuracy results of the two biometric systems 

are comprehensively compared in section 7. Finally, section 8 summarizes the conclusion of this work. 

 

 

2. RELATED WORK 

A comparison between unimodal and bimodal biometric systems using three essential parameters, false 

acceptance rate (FAR), false rejection rate (FRR), and equal error rate (EER). The performance and reliability have 

been improved after merging the face and iris features in a bimodal biometric system [5]. Iula and Micucci [6] 

success improved the recognition rate of a multimodal ultrasound system by fusing two unimodal biometrics, 

a 3D palmprint, and 3D hand geometry features with score-level fusion. The face and fingerprint features are 

fused in match score-level fusion based on a convolution neural network (CNN). The multimodal biometric 

system is evaluated on the University of California Irvine (UCI) machine learning repository and the system 

achieved promising human recognition results [7].  

The motivations for designing multi-biometric systems with high-security assured, high-accuracy 

recognition, and overcoming limitations like noisy sensor data and non-universality were applied by [8] for 

choosing high-significance data for fusion in the design of a multimodal biometric system. A hybrid feature 

for designing deep learning CNN based on a fusion of three biometric traits: faces, iris, and fingerprints using 

principal component analysis (PCA) and adaptive weighting for feature extraction and feature fusion 

respectively. The fused results provide better accuracy in comparison to the unimodal method [9]. The 

performance of the unibiometric vs. multibiometric systems is analyzed and demonstrated [10]. The 

challenges that face the unimodal biometric system are addressed and the work has approved that the deep 

learning algorithm CNN produced higher accuracy than other deep learning algorithm visual geometry group 

(VGG) such as VGG-16 and VGG-19.  

Guarino et al. [11] defined soft biometric traits as information like gender or age group that have 

been extracted from the human body via smartphones. The combining of multiple touch gestures with the 

intermediate and late fusion learning of CNN algorithms has achieved 94% gender recognition and 99% 

aged-group recognition. Galdi et al. [12] adopted a novel system that combines the iris recognition of the 

user and his mobile identity to overcome the sensor interoperability problem that resulted from different 

embedded sensors, each sensor creates its own data source which exceeds the biometric systems limitations 

and ability to compare biometric data originated by different sensors. The authentication security level of the 

proposed design is upgraded to five which is something the user is, plus something the user has.  

All the above-related works considered two or more human traits in their multimodal biometric 

systems. The researches [13], [14] is the most related to our proposal. It considered facial images for 

recognizing 130 people taken from three databases. The design complexity is reduced by applying the phase 

congruency as a confident feature detection and extraction method. Their works did not aim to design a 

multi-featured system nor apply any fusion technique, but it proved experimentally that the mean vector of 

the olivetti research laboratory (ORL) face dataset had achieved 14.49 seconds faster than the regular 

template feature. Hereby, our work proposal aims to construct a robust and reliable multifeatured prototype 

model that utilizes the design simplicity in the unibiometric structure and functions like a multimodal system, 

where the weakness in some stages or phases in the multimodal systems are fixed and modified using some 

explained techniques next sections.  

 

 

3. MOTIVATION: UNIBIOMETRIC VS. MULTIBIOMETRIC SYSTEM 

A motivation in biometric systems is primarily intended for recognizing an individual in an easy 

way and enabling an automated action related to that recognition, while the main motive of multimodal 

biometrics is to enhance the identification and authentication of an individual by integrating the features of these 

modalities from acquired data. The unimodal system uses a single biometric resource or trait to distinguish a 

subject while the multimodal biometrics combines more than two resources to complete the operation, it fuses 

the acquired information from multiple biometric sensors, samples, algorithms, or traits to enhance the 

recognition accuracy. The traits might be physiological or behavioral human characterization [10], [14]–[20].  

In this work, the motivation is started by generating the gradient-angle features which are a one-to-one 

map of their gradient-edge features. At this time, the multi-featured biometric system is satisfied and it is 

ready to be utilized by one of the fusion levels efficiently. The “OR-logic” is considered here to fuse the final 
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decision of the two unibiometric systems according to the logic addition rule. Moreover, the computations 

and storage are significantly optimized by largely decreasing the matching/classification time when the mean 

vector of the edge and angle features is considered instead of large-size templates. Figure 1 illustrates those 

modifications clearly.  

 

 

 
 

Figure 1. The general structure of single-trait based multi-feature biometric system 

 

 

4. FEATURE DERIVATION 

The prototype is designed to be applicable to any physical trait. Therefore, a modification in the 

feature extraction stage is introduced to create or more precisely to differentiate the angle-based feature 

matrix from its associated edge matrix. Figure 1 explains the general structure of a multi-featured biometric 

system based on a single trait. It explains the modification in the feature extraction stage for obtaining a second 

biometric feature. The gray-level co-occurrence matrix (GLCM) is applied to obtain the second-moment texture 

description. It finds how many pixel-pairs with specific gray level values and spatial relationships are 

occurred or is repeated in the image, in another word it obtains the second-order statistical texture features 

like contrast, correlation, variance, entropy, angular second moment, inverse difference moment, energy, 

dissimilarity, and homogeneity [21]–[23]. The contrast feature is considered here to measure the difference 

between the largest and the smallest pixel values in a sub-image. Figure 2 shows an example of the GLCM 

contrast feature that is obtained from applying (1) to the boys image.  

 

∑ 𝑃𝑖,𝑗
𝑁−1
𝑖,𝑗=0 (𝑖 − 𝑗)2 (1) 

 

Where, 𝑃, is the pixel value, when i and j are equal, the cell is on the diagonal and (𝑖 − 𝑗) = 0, so 

they are given a weight of 0. If 𝑖 and 𝑗 differ by 1, there is a small contrast, and the weight is 1. If 𝑖 and 𝑗 

differ by 2, the contrast is increasing and the weight is 4. The weights continue to increase exponentially as 

(𝑖 − 𝑗) increases. The newly generated features, the edge-angle features can be utilized in one of four fusion 

levels as explained next section, where the recognition accuracy can be highly improved after fusing the 

decisions using Logic-OR operators as shown in Table 1.  

 

 

    
original image gray-level co-occurrence matrix contrast feature 

 

Figure 2. Gray level co-occurrence matrix feature extraction example 
 

 

Table 1. Multibiometric decision fusion using Logic-OR  
Unibiometric system decision  Multibiometric system 

Edge-based probability Angle-based probability Decision fusion 

0 0 0 

0 1 1 
1 0 1 

1 1 1 
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5. FUSION RESOURCES AND FUSION LEVELS 

There are four methods by which biometric features can be fused to construct the basic concept of 

the multimodal system, they are: i) feature level; ii) rank level; iii) score level, and iv) decision level. These 

fusion levels can be utilized in each of the fusion resource categories which is explained in Figure 3. Those 

five fusion categories are applied according to practical needs or security requirements [24]–[26].  

 

 

 
 

Figure 3. Multibiometric system fusion resources 

 

 

6. STORAGE AND TIME OPTIMIZATION TECHNIQUE 

The second modification step is computing the mean vector of templates, where the training and 

classifying processes have been optimized by largely reducing the size of the feature matrices to 

one-dimensional arrays, in another word the biometric system will process 𝐹 (m×1) featured vector rather 

than 𝐹 (m×n) featured matrix. The modification step has been explained in Figure 4, where the mean vector is 

applied during the training/matching process, i.e., for any template size like (𝑚 × 𝑛), the technique will save 

(𝑛 − 1) time units for each template, for example, if a unimodal biometric system has to recognize fifty (50) 

persons, each person has five images (one for a test and four as training), the mathematical calculations 

needed for matching one person is: 

 

𝐶𝑎𝑙(𝑇𝑜𝑡𝑎𝑙) = 𝐶𝑎𝑙(𝐹𝐴𝑅,49) + 𝐶𝑎𝑙(𝐹𝑅𝑅,1)  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%) = 1 −
(𝐹𝐴𝑅 + 𝐹𝑅𝑅)

2
× 100 (2) 

 

 

 
 

Figure 4. Generation of the average feature vector 

 

 

Therefore, the mathematical operation for testing one person is illustrated in Table 2. Hereby, for 

10,000 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒(m×n) comparison operations there are 10,000 𝑎veraging(m×1) operations, so the difference 

between the two operations is 10,000(m×n−1) comparison operations, i.e., if one 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒(m×n) requires 1 µs 

to complete the comparison process, a one 𝑎veraging(m×1) vector needs µs/n to complete the same 

operation. That means the biometric system based on the mean vector will accelerate the system 

classification time by [
µs

n
× (𝑛 − 1)] × 10,000. If 𝑛=256, the acceleration time would be ≈ 9,961 µs. 

 

 

Table. 2 Example of fifty subjects’ biometric system comparison operations 
No. of subjects No. of test images per subject No. of templates per class No. of classes Total of comparison operations 

50 1 4 50 50×1×4×50=10,000 
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7. COMPARISON RESULTS 

In this experiment, a comparison amongst three error distance measures (Cosine, Manhattan, and 

Euclidian) and four facial datasets; augmented reality (AR) [27], ORL, visible-thermal paired (VIS-TH), and 

unique formula identifier (UFI) [28] has been made to evaluate the performance of the two unimodal 

biometric systems individually, where the recognition accuracy of the edge-based feature and angle-based 

feature is calculated. After that, the performance of the multifeatured biometric system is carried out after 

fusing the individual edge-angle recognition accuracies using the “OR" operator rule as explained in Table 2. 

This step will highly improve the decision results, even if the dataset contains occlusion, poor contrast, and 

multiple poses like VIS-TH and UFI datasets. Table 3 summarizes the recognition accuracy rates of the 170 

subjects for the two unimodal systems and their fusion results. 

a) Unimodal performances 

It is worth noticing that the unimodal applying angle-based feature has competitive recognition results 

to the edge-based feature, where both of them utilize the averaging feature vector in the training/matching stage. 

The angle-based feature system satisfied maximum recognition accuracies (98%, 98%, and 96%) for the AR 

dataset when the error is measured by the Cosine, Manhattan, and Euclidian distance measurements 

respectively. However, the edge-based feature system achieved the highest recognition rates (95%, 82%, and 

87%) compared to the angle rates (77%, 67%, and 72%) when the rates are carried by the ORL, VIS-TH, and 

UFI datasets respectively. The lowest recognition rates for the angle-based feature are mostly associated with 

the UFI and VIS-TH datasets as they contain the most difficult dataset images, also there is no specific constraint 

on the other distance measurements such as Manhattan or Euclidian as they own the same effects on the rates of 

the edge-based feature. Moreover, Table 3 indicates that the angle-based feature has relatively high rates (98%, 

90%, 92%, and 82%) when the error is measured by the Cosine distance for UFI or VIS-TH datasets. 

b) OR-fused performance 

The multifeatured model has been tested by 170 subjects, they are distributed on four facial 

databases with a different number of test and class images. The impact of the average vector and decision 

fusion have clearly noticeable in the system results. The maximum accuracy is satisfied with the Cosine 

distance measurement (100%) while Euclidian distance is stamped with the lowest accuracy rate (65%) as 

illustrated in Table 3. The decision fusion has succeeded in raising the accuracy rates from 60% to 90% for 

the edge-based feature of the UFI dataset and Cosine distance, while the angle-based feature accuracy is 

raised from 60% to 87% when the distance measure is Euclidian and the dataset is the ORL. As explained in 

Table 3, all fused results have a significant improvement in recognition accuracies that are built on a single-trait 

source unimodal biometric system and apply a mean-feature vector (𝐹 (m×1)) with a simple “OR” operator. 

Figure 5 illustrates the accuracy rates for the two proposed biometric systems in all situations, it reflects the 

outcomes of Table 3 in a simple graph mode. 

 

 

Table 3. Recognition accuracy for single-trait based multi-feature biometric system 

Datasets, subject 

Classification Accuracy (%) 

Cosine Manhattan Euclidian 
Edge Angle Fusion Edge Angle Fusion Edge Angle Fusion 

AR, 50 92 98 100 94 98 98 78 96 98 

ORL, 40 90 90 95 95 77 97 77 60 87 
VIS-TH, 40 87 92 95 82 67 85 57 56 65 

UFI, 40 60 82 90 67 66 72 87 72 92 

 

 

  
 

Figure 5. Recognition accuracy for single trait based multi-feature biometric system 
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8. CONCLUSION 

In this paper, a simple and reliable single trait unimodal biometric system was implemented to 

function like a multimodal system after introducing two modification techniques. First, the one-to-one 

relationship of the edge-angle feature was derived and utilized as a multimodal biometric system. Secondly, 

the mean-feature vectors are computed to be used in training and matching stages rather than the whole 

template size, this will accelerate the comparison operations and reduce the matching delay that resulted from 

the large-template dimensions. The “OR” decision fusion raised the recognition accuracy for all subjects, 

even for low quality datasets like the UFI and VIS-TH. The experimental result was run on 170 subjects, 

taken from four facial datasets. The relatively high performance of the adopted proposal has approved that a 

single-trait source can be considered as a multifeatured biometric system in any design in the future after 

fusing the decisions using logic-OR or logic-AND operators. The highest fusion rate was 100% with the AR 

dataset and cosine measurement, while the UFI had the lowest fused rate 65% using the Euclidian 

measurement. 

 

 

ACKNOWLEDGEMENTS 

This project is supported by Mustansiriyah University. 

 

 

REFERENCES 
[1] M. O. Oloyede and G. P. Hancke, “Unimodal and Multimodal Biometric Sensing Systems: A Review,” IEEE Access, vol. 4, pp. 

7532-7555, 2016, doi: 10.1109/ACCESS.2016.2614720. 

[2] S. Albalawi, L. Alshahrani, N. Albalawi, R. Kilabi, and A. Alhakamy, “A Comprehensive Overview on Biometric Authentication 
Systems using Artificial Intelligence Techniques,” International Journal of Advanced Computer Science and Applications, vol. 

13, no. 4, pp. 782–800, 2022, doi: 10.14569/IJACSA.2022.0130491. 

[3] Z. H. Goh et al., “A Framework for Multimodal Biometric Authentication Systems With Template Protection,” IEEE Access, vol. 
10, pp. 96388–96402, 2022, doi: 10.1109/ACCESS.2022.3205413. 

[4] P. Melzi, C. Rathgeb, R. Tolosana, R. Vera-Rodriguez, and C. Busch, “An Overview of Privacy-enhancing Technologies in 

Biometric Recognition,” pp. 1–12, 2022. 
[5] F. Z. Allam, L. Hamami-Mitiche, and H. Bousbia-Salah, “Evaluation and Comparison of the Performance of Biometric 

Recognition,” International Journal of Industrial Engineering and Production Research, vol. 33, no. 1, pp. 1–12, 2022, doi: 

10.22068/ijiepr.33.1.6. 
[6] A. Iula and M. Micucci, “Multimodal Biometric Recognition Based on 3D Ultrasound Palmprint-Hand Geometry Fusion,” IEEE 

Access, vol. 10, pp. 7914–7925, 2022, doi: 10.1109/ACCESS.2022.3143433. 

[7] A. A. Joseph et al., “Person Verification Based on Multimodal Biometric Recognition,” Pertanika Journal of Science and 
Technology, vol. 30, no. 1, pp. 161–183, Nov. 2021, doi: 10.47836/pjst.30.1.09. 

[8] M. Safavipour, M. Doostari, and H. Sadjedi, “A hybrid approach to multimodal biometric recognition based on feature-level 

fusion of face, two irises, and both thumbprints,” Journal of Medical Signals & Sensors, vol. 12, no. 3, pp. 177–191, 2022, doi: 
10.4103/jmss.jmss_103_21. 

[9] M. Kumar and A. K. Tiwari, “A Deep Learning based Approach for Biometric Recognition using Hybrid Features,” in 

Proceedings of the 3rd International Conference on Advanced Computing and Software Engineering, 2021, pp. 273–282, doi: 
10.5220/0010567900003161. 

[10] P. Jangid, G. N. Sawant, V. A. Bharadi, and N. Giri, “Performance Analysis of Deep Neural Networks for Unimodal and 
Multimodal Biometric Authentication,” International Journal of Intelligent Systems and Applications in Engineering, vol. 11, no. 

9s, pp. 198–206, 2023. 

[11] A. Guarino, D. Malandrino, R. Zaccagnino, C. Capo, and N. Lettieri, “Touchscreen gestures as images. A transfer learning 
approach for soft biometric traits recognition,” Expert Systems with Applications, vol. 219, Jun. 2023, doi: 

10.1016/j.eswa.2023.119614. 

[12] C. Galdi, M. Nappi, and J.-L. Dugelay, “Multimodal authentication on smartphones: Combining iris and sensor recognition for a 

double check of user identity,” Pattern Recognition Letters, vol. 82, pp. 144–153, Oct. 2016, doi: 10.1016/j.patrec.2015.09.009. 

[13] M. H. Hamd and R. A. Rasool, “Towards better performance: phase congruency based face recognition,” TELKOMNIKA 

(Telecommunication Computing Electronics and Control), vol. 18, no. 6, pp. 3041–3049, Dec. 2020, doi: 
10.12928/telkomnika.v18i6.17300. 

[14] S. N. Garg, R. Vig, and S. Gupta, “Performance Analysis of Uni-modal and Multimodal Biometric System,” International 

Journal of Control Theory and Applications, vol. 10, no. 6, pp. 631–641, 2017. 
[15] M. Singh, R. Singh, and A. Ross, “A comprehensive overview of biometric fusion,” Information Fusion, Vol. 52, pp. 187-205, 

2019, doi: 10.1016/j.inffus.2018.12.003. 

[16] B. Bhanu and V. Govindaraju, “Multibiometrics for Human Identification,” Cambridge University Press, 2011, doi: 
10.1017/CBO9780511921056. 

[17] T. Schlett, C. Rathgeb, J. Tapia, and C. Busch, “Considerations on the Evaluation of Biometric Quality Assessment Algorithms,” 

Computer Science, vol. 3, 2023, doi: 10.48550/arXiv.2303.13294. 
[18] N. Pavešić, T. Savič, and S. Ribarić, “Multimodal Biometric Authentication System Based on Hand Features,” Springer, 2006, 

pp. 630–637, doi: 10.1007/3-540-31314-1_77. 

[19] F. Liu, D. Chen, F. Wang, Z. Li, and F. Xu, “Deep learning based single sample face recognition: a survey,” Artificial Intelligence 
Review, vol. 56, no. 3, pp. 2723–2748, Mar. 2023, doi: 10.1007/s10462-022-10240-2. 

[20] R. A. Rasool, “Feature-Level vs. Score-Level Fusion in the Human Identification System,” Applied Computational Intelligence 

and Soft Computing, vol. 2021, pp. 1–10, Jun. 2021, doi: 10.1155/2021/6621772. 
[21] M. H. Hamd and M. Y. Mohammed, “Multimodal Biometric System based Face-Iris Feature Level Fusion,” International Journal 

of Modern Education and Computer Science, vol. 11, no. 5, pp. 1–9, May 2019, doi: 10.5815/ijmecs.2019.05.01. 

[22] V. Sireesha And K. Sandhyarani, “Multimodal Biometric Recognition Using MBC Technique,” International Journal of A 



                ISSN: 1693-6930 

TELKOMNIKA Telecommun Comput El Control, Vol. 22, No. 1, February 2024: 122-128 

128 

dvancedResearch inScience,Engineering andTechnology, vol. 3, no. 8, pp. 2560–2566, 2016. 

[23] S. Saravanankumar et al., “Biometric Security with a Robust Multimodal Features Level Fusion Using Modify Incremental 
Principal Component Analysis,” Turkish Online Journal of Qualitative Inquiry (TOJQI), vol. 12, no. 10, 2021. 

[24] P. Chandrakala MTech, Bs. Assistant Professor, and Ma. Kumar Professor, “Real Time Face Detection and Face Recognition 

using OpenCV and Python,” vol. 13, no. 6, pp. 696–706, 2022. 
[25] A. Baobaid, M. Meribout, V. K. Tiwari, and J. P. Pena, “Hardware Accelerators for Real-Time Face Recognition: A Survey,” 

IEEE Access, vol. 10, pp. 83723–83739, 2022, doi: 10.1109/ACCESS.2022.3194915. 

[26] D. Maltoni, D. Maio, A. K. Jain, and S. Prabhakar, Handbook of Fingerprint Recognition. London: Springer London, 2009, doi: 
10.1007/978-1-84882-254-2. 

[27] “AR Face Database.” [Online]. Available: https://www2.ece.ohio-state.edu/~aleix/ARdatabase.html. 

[28] “Unconstrained Facial Images (UFI).” [Online]. Available: https://www.face-rec.org/databases. 
 

 

BIOGRAPHIES OF AUTHORS  

 

 
 

Rabab A. Rasool     received a master’s degree in Network Engineering and 

Internet Technology from the University of Nahrain, Baghdad, Iraq, in 2012. The research 

interests include computer networks, image processing, AI, and biometric system design. She 

can be contacted at email: Rababrasool@uomustansiriyah.edu.iq. 

 

Muthana Hamd     post-doctorate from UOW Australia in 2007, Ph.D. in Artificial 

Intelligence from Baghdad Uni. in 2004. Interested areas are biometric system design, machine 

learning, and AI. He can be contacted at email: dr.muthana.hamd@uomustansiriyah.edu.iq. 

 

 

 

https://orcid.org/0000-0003-4473-7314
https://scholar.google.com/citations?view_op=list_works&hl=en&authuser=1&user=hIFoSPcAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=57189346940
https://www.webofscience.com/wos/author/record/AIE-1109-2022
https://orcid.org/0000-0001-7623-2471
https://scholar.google.com/citations?user=k4WHIW0AAAAJ&hl=en&oi=ao
https://www.scopus.com/authid/detail.uri?authorId=26326804100
https://www.webofscience.com/wos/author/record/J-9671-2017

