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 The rise of social media has allowed individuals to express themselves freely, 

increasing the visibility of mental health concerns, including suicidal 

tendencies. This issue is particularly significant, as suicide is one of the 

leading causes of death globally. The objective of this study is to develop a 

model capable of accurately detecting suicide-related textual data using 

advanced natural language processing techniques. To achieve this, we applied 

transfer learning models, including bidirectional encoder representations from 

transformers (BERT), robustly optimized bidirectional encoder 

representations from transformers (RoBERT), a lite BERT (ALBERT), and 

decoding-enhanced BERT with disentangled attention (DeBERTa). the 

dataset used in this research includes 232,074 posts from Reddit, categorized 

into suicide and non-suicide labels. Preprocessing steps such as removing 

HTML tags, special characters, and punctuation were applied, followed by 

stopword removal and lemmatization. The models were trained and evaluated 

using accuracy, precision, recall, and F1-score metrics. Among the models 

tested, DeBERTa demonstrated superior performance, achieving an accuracy 

of 98.70% and an F1-score of 98.70%. These findings suggest that transfer 

learning models, particularly DeBERTa, are effective in identifying suicidal 

ideation in textual data. 
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1. INTRODUCTION 

The issue of mental health has a global impact, exerting substantial effects on countries throughout 

the spectrum of development. According to the mental health action plan for the years 2013-2020, as reported 

by the World Health Organization (WHO), approximately one out of every four individuals globally encounters 

mental diseases of various severity [1]. Unfortunately, a significant proportion of individuals experiencing 

mental health difficulties, namely 75%, do not obtain sufficient therapy, hence increasing their existing 

challenges. In the past few years, there has been a growing recognition of the heightened importance of emotional 

concerns associated with coronavirus disease 2019 (COVID-19) and the experience of isolation [2]. This is 

particularly noteworthy in the context of individuals who already have pre-existing mental health illnesses [3]. 

The aforementioned phenomenon has resulted in elevated levels of anxiety, despair, substance misuse, social 

isolation, intimate partner violence, and, in severe instances, self-inflicted mortality [4]. It is worth mentioning 

that there has been an increase in the probability of attempted suicide within the general population [2]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Based on data from the WHO, it has been determined that around 800,000 individuals engage in acts of 

suicide annually, with the age cohort ranging from 15 to 29 years exhibiting the highest incidence rates [5]. This 

exemplifies the fact that suicide ranks as the second most prominent cause of mortality among adolescents on 

a global scale. Currently, social media platforms enable interactive communication, enabling users to share 

their views and emotions through the means of posts and comments. Social media platforms can function as a 

medium for disseminating information regarding risk factors associated with suicide. The analysis includes 

environmental factors, such as instances of abuse and exposure to stressful events; health-related challenges, 

such as the presence of chronic diseases and mental health disorders; and historical factors, including family 

history and previous suicide attempts. All these qualities are positively associated with suicidal intent. 

Moreover, there exist various factors, specifically three primary risk factors, that can contribute to the 

development of suicidal intent or ideation: environmental factors (such as abuse and highly stressful life 

events), health factors (including chronic pain and mental health issues), and historical factors (such as a family 

history of suicide or previous suicide attempts). These risk factors can potentially lead to the development of 

suicidal intentions or thoughts [6]. Therefore, the field of natural language processing (NLP) assumes a 

significant role in the detection and identification of suicide intentions expressed in textual content. The 

provided data presents valuable insights that can be utilised in the development of systems that have the 

capability to forecast an individual’s propensity for engaging in suicide attempts [7]. Researchers utilise many 

types of models, including machine learning models, deep learning models, and transformer-based models, in 

order to identify textual content that indicates potential suicide thoughts [6]. These efforts contribute to 

providing protection and reducing the incidence of suicide. 
In recent years, there has been a significant focus in the field of NLP on the automated identification 

of mental health disorders using diverse data sources such as electronic health records (EHRs), clinical records, 

biomarkers, written texts, and online posts [8]-[10]. NLP methodologies have exhibited their efficacy in the 

classification of initial indications of mental illness, akin to the study of sentiment [11]-[13]. The transformer-

based language model [14] is an approach that has demonstrated remarkable effectiveness. The transduction 

model under discussion is founded upon a phenomenon known as attention, which has significantly transformed 

brain encoders designed for natural language sequences. The transformer architecture omits any noise or 

convolutional structures, hence allowing the acquisition of sequence information in the input exclusively through 

attention mechanisms. The presence of a self-attention mechanism within the encoder’s processing block is 

responsible for this outcome. The bidirectional context information processing issue, which involves processing 

word and sequence inputs simultaneously, can be effectively addressed by transformers [14]-[16]. Sophisticated 

contextual language understanding models can be acquired, which could catch subtle and detailed lexical 

patterns. This results in the development of a comprehensive feature representation of a given text [17]. Several 

scholarly research [18]-[21] have investigated the application of transformers in the field of NLP, specifically 

in the domain of suicide-related text identification [6], [22], [23]. Hence, this research makes svaluable 

contribution to the subsequent domains, includings analyze the suicidal ideation text datasets, it is 

recommended to utilize advanced deep learning models like bidirectional long short-term memory (BiLSTM), 

as well as various transfer learning models such as bidirectional encoder representations from transformers 

(BERT), robustly optimized BERT approach (RoBERTa), a lite BERT (ALBERT), decoding-enhanced BERT 

with disentangled attention (DeBERTa). This strategy seeks to investigate the efficacy of these models in 

identifying suicidal ideation. Furthermore, this research enhances to create more sophisticated transfer learning 

models in contrast to conventional deep learning models. This breakthrough incorporates pre-training and fine-

tuning methodologies that greatly enhance the ability to detect suicidal thoughts in written language. In 

addition, this study also contributes that DeBERTa exhibits robust performance and is on par with comparable 

models in terms of competitiveness. 

 

 

2. RELATED WORKS 
Recent studies have investigated the correlation between mental well-being and the way people 

express themselves linguistically to detect signs of suicidal ideation. Prior research incorporated language 

components derived from psychiatric literature, including linguistic inquiry and word count (LIWC) [24], 

emotional characteristics [25], and suicide letters [26]. Nevertheless, these methodologies are constrained in 

their ability to assess individual posts and are inadequate for datasets that are diverse or extensive [27]. The 

utilization of social media and NLP in the field of mental health research has experienced a notable surge in 

popularity. The study of sentiment analysis is expanding to include online mental health forums and social 

media data as new areas of investigation. Tadesse et al. [28] devised a hybrid model that integrates latent 

dirichlet allocation (LDA), linguistic inquiry and word count analysis (LIWCA), Bigram, and multilayer 

perceptron (MLP), achieving a commendable accuracy rate of 90%. Additional research [29]-[31] gathered 

information from Twitter and using different machine learning techniques to categorize suicidal ideation. Deep 

learning techniques such as long short-term memory (LSTM) and convolutional neural network (CNN) have 
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made substantial progress in NLP because of the widespread use of word embeddings. ML approaches are 

constrained by restrictions such as the curse of dimensionality, data sparsity, and time consumption, which render 

them inappropriate for some applications. Deep learning improves upon conventional machine learning methods 

by extracting higher-level features from input data using a greater number of layers in the model, resulting in 

more reliable and precise classification. Studies indicate that deep learning models have superior prediction 

accuracy in identifying suicidal ideation when compared to other machine learning classifiers [32], [33]. 
Presently, numerous researchers are utilizing BERT-based models [23] to identify suicidal ideation 

[34], as these models have the ability to precisely capture semantic and contextual characteristics [35]. 

Nevertheless, suicide detection research is constrained by its emphasis on Twitter, a platform that restricts 

writing to a maximum of 280 characters. Previous research employing transformer models [6] employed 

suicide-related data from Twitter as the dataset. The models utilized in these investigations were BERT, 

DistilBERT, ALBERT, RoBERTa, and DistilRoBERTa. Among these models, RoBERTa demonstrated the 

highest level of accuracy, attaining a score of 95.39%. A different study [36] employed a merged RoBERTa 

and CNN model, with a dataset consisting of 110,040 data points. The composite model attained an F1-score 

of 96.81%. This work tries to create a modified version of the BERT model that addresses the limits of huge 

datasets and focuses on combining several models rather than modifying the BERT model itself. This study 

aims to construct models using various BERT variations, including BERT, RoBERTa, ALBERT, and 

DeBERTa. Notably, the DeBERTa model has not been examined in previous studies. 
 

 

3. METHOD 

The investigation commenced through several methodological stages, as illustrated in Figure 1. The 

dataset included of texts pertaining to suicide and non-suicide. The initial step involved preprocessing the text 

by eliminating special characters, numerical values, and punctuation marks, followed by converting it to 

lowercase. We conducted lemmatization to reduce words to their base form. We utilized the processed data in 

pre-trained models such as BERT, RoBERTa, ALBERT, and DeBERTa, adapting them to specific analysis 

tasks via transfer learning. We categorized the outcomes to anticipate data classifications. We assessed the 

accuracy of the model by utilizing a confusion matrix and performed model comparisons to determine the most 

ideal performance. This approach integrates text processing methodologies with deep learning algorithms to 

achieve efficient analysis. 

 

 

 

 

Figure 1. System architecture of the proposed work 

 

 

3.1.  Preprocessing 

Preprocessing is a critical stage in ensuring that the textual data is in optimal form for analysis and model 

training. In this study, we began by removing unnecessary elements such as HTML tags, special characters, 

numerals, and punctuation marks. This was necessary to eliminate extraneous symbols that do not contribute 

meaningfully to the linguistic structure, ensuring that the models could focus on essential textual patterns without 

being distracted by irrelevant noise [37]. 

After cleaning the dataset of unnecessary characters, the text was standardized by converting all words 

to lowercase. This step plays a significant role in reducing redundancy caused by case differences, especially for 

languages like English, where capitalization does not change the meaning of words [38]. This standardization 

helps in minimizing discrepancies between words like “Suicide” and “suicide,” treating them as identical during 

model training [39]. 

Subsequently, stopword removal was conducted. Stopwords are common words, such as “the,” “is,” and 

“in,” which, while essential for grammatical correctness, do not carry significant meaning for text classification 
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tasks. By removing these stopwords, we ensure that the model concentrates on the more critical and informative 

words, thus enhancing its performance [40]. Additionally, this step reduces the dimensionality of the dataset, 

allowing for more efficient computation [41]. 

The final step in preprocessing involved lemmatization, where words are reduced to their base or root 

forms. This process ensures that words like “running,” “runs,” and “ran” are treated as “run,” preventing the model 

from treating them as separate entities. Lemmatization thus aids in capturing the core meaning of words and 

improves the model's ability to generalize patterns from the data [42]. 

 

3.2.  Tranformer 

BERT, as described in the literature [15], is a notable breakthrough in the field of NLP, owing to its 

utilization of the transfer learning model. The model consists of a sequence of transformer encoder layers, and 

it offers several advantages, such as a cohesive architecture for diverse applications and bidirectional pre-

training. The primary task of self-supervised pre-training, referred to as masked language modeling (MLM), 

plays a crucial role in enabling bidirectionality inside the model. It involves predicting masked words in 

unlabeled text by considering both the preceding and succeeding context words concurrently. In addition to its 

primary pre-training objective, BERT has also been equipped with the capability to effectively process 

numerous sequences by means of the next sentence prediction (NSP) work. The NSP task is designed to discern 

whether a given sequence serves as a continuation of another sequence. Numerous enhancements have been 

devised after the introduction of BERT. RoBERTa [43] is a refined version of BERT, a popular language 

model, which incorporates a more efficient training methodology. To improve contextual understanding in the 

text generated by the model, RoBERTa eliminates the NSP task. Additionally, she enhances the training 

process by augmenting sentence pairings through random modifications using a large corpus of text data. In 

addition, RoBERTa employs prolonged training durations and increased batch sizes to improve the 

performance of the model. 

In the year 2019, a transformer-based model called ALBERT [44] was created, featuring a reduction 

in its parameter count. The objective of this BERT addition is to enhance efficiency while maintaining the 

quality of linguistic context comprehension. ALBERT employs a parameter sharing technique among layers 

in the transformer architecture, resulting in a reduction in the number of parameters that need to be trained. By 

employing this methodology, ALBERT was able to attain similar, if not better, results compared to BERT, all 

while utilizing a smaller number of parameters. The year 2020 witnessed the emergence of a novel model 

known as DeBERTa [45], which introduced modifications to the attention mechanism inside the transformer 

architecture, hence enhancing the capabilities of transformer-based language models. The DeBERTa model 

employs a disentangled attention mechanism that effectively divides attention into two components: content-

based attention and position-based attention. This methodology facilitates the resolution of certain obstacles 

encountered by transformer-based models, including the reliance on inflexible word sequencing and the 

incapacity to comprehend nonlinear associations among words. By incorporating the disentangled attention 

mechanism, DeBERTa demonstrates enhanced text representations and improved performance in many natural 

languages processing tasks, including text comprehension, sentiment analysis, and classification tasks. 

 

3.3.  Evaluation matrix 

The evaluation of the model will be conducted using a separate set of testing data, and the results will 

be given in the form of a confusion matrix. The performance of this algorithm will be evaluated based on 

metrics such as accuracy, precision, recall, and F-1 score. The measure of accuracy is determined by the degree 

of proximity between the projected value and the actual value, as shown in (1). The term “true positive” (TP) 

is used to describe instances when positive data is accurately predicted, while “true negative” (TN) is used to 

describe instances where negative data is accurately predicted. The term “false positive” (FP) refers to instances 

where negative data is wrongly classified as positive data, while “false negative” (FN) denotes cases where 

positive data is incorrectly classified as negative data. In (2) represents precision, which is a metric used to 

assess the accuracy of data by evaluating the proportion of correct predictions. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 (1) 

 

Precision is a measure that quantifies the degree of precision exhibited by data, considering both the 

veracity of the information and its ability to make accurate predictions. In (2) is utilized to articulate the concept 

of precision. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 
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The effectiveness of the model in accurately identifying a certain class can be evaluated by its recall metric, 

which can be computed using (3). 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

The F1-score is a metric that integrates two fundamental ideas in model evaluation, namely precision 

and recall. Precision assesses the degree of accuracy in the data projected by the model, whereas recall 

evaluates the efficacy of the model in correctly recognizing a specific class. The F1-score use (4) to evaluate 

the overall effectiveness of the model in accurately predicting outcomes. 
 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 
(𝑅𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (4) 

 

 

4. RESULTS AND DISCUSSION 

4.1.  Dataset 

Table 1 shows the dataset that was acquired from the social media network Reddit and has been 

categorized into two distinct labels: label 1 denotes instances of suicide, while label 0 represents non-suicidal 

occurrences. The dataset utilized in this study consists of two distinct subreddits. The data collection process 

involved utilizing the Pushshift API to retrieve posts from the SuicideWatch subreddit, spanning the time from 

December 16th, 2008, to January 2nd, 2021. The data collection process involved utilizing the Pushshift API to 

retrieve posts from the SuicideWatch subreddit, encompassing the time spanning from December 16 th, 2008, 

to January 2nd, 2021. A collection of posts pertaining to non-suicidal subjects was compiled from the subreddit 

r/teenagers. The dataset comprises a total of 232,074 entries, which are categorized into two groups: non-

suicide data labels (116,037 entries) and suicide data labels (116,037 entries). The following table provides an 

illustration of both the datasets pertaining to suicide and non-suicide cases. 

 

 

Table 1. Example results of non-suicide and suicide datasets 
Text Label 

My apologies to the random dude on Among Us So uhh.... I would like to apologize to the random dude named Pon on 

among us. I had hosted a game for my gf and her friend to learn how to play and whatever and... we may have taken over 

the chat with UwU s and uh.... other questionable language.... * cough * I was called “mommy yellow” * cough * 
ANYWAYS sorry ya had to witness that dude. 

0 

As my isolation grows longer, thoughts of murder and rape enter my mind. The humans I see every day start to look less and 

less like the same species as me. They start to feel like just another animal. I start to fantasize about how I could corner one of 
them and attack them. Satisfy some of my carnal needs. I don’t want to be this way, or have these thoughts. But the less real 

affection I receive, the more attractive and comforting these thoughts start to be. Why would somebody want me alive? I’m 

like a dangerous animal. I wish somebody would come and kill me. I would be better off dead I’m sure. And anybody I’m 
around would be better off too. My urges to kill myself have always been stronger than my urges to hurt others. I’ve come close 

to killing myself. Standing at the edge of tall structures. I go with the intent to jump, and I could if I had just made one sharp 

and sudden movement. I’ve also thrown myself in traffic, but it was pretty low speed and I got up without a scratch. The closest 
I’ve got to hurting anybody was when I saw a pretty girl walking at night and I started to follow her on my bike. I could tell she 

noticed me and was scared. But I feel like it was a far cry from actually interacting with her, let alone hurting her. I assume as 

I my period of isolation and loneliness continues, I will start to get more courage to do both. But I really hope I kill myself 
before hurting anybody. 

1 

 

 

4.2.  Pre-processing 

The pre-processing stage occurs after the gathering of data. During this stage, several cleaning 

procedures are used to the data. These procedures involve the elimination of HTML elements, special 

characters, numerals, and punctuation. Additionally, the data is converted to lowercase and stopwords are 

removed. The results of the pre-processing procedure are depicted in Figure 2. 

 

4.3.  Test result 

The evaluation results of deep learning and transfer learning models are presented in Table 2. We 

employed the BiLSTM model for deep learning and evaluated the performance of BERT, RoBERTa, 

ALBERT, and DeBERTa as transfer learning models. The DeBERTa model attained a remarkable accuracy 

score of 0.9870%, showcasing consistent performance in terms of precision, recall, and F1-score. The 

subsequent model, RoBERTa, attained an accuracy score of 0.9834%, whilst BERT had a little lower score of 

0.9800%. ALBERT attained a precision score of 0.9500%. These findings demonstrate that DeBERTa 

possesses exceptional skills and can rival other models, as evidenced by the results presented in Table 2 of the 

testing data. 
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In contrast to prior research [36], there is a notable enhancement. The prior study documented an F1-

score of 96.81%. This enhancement indicates that the fundamental models created in this research are on par 

with composite models like RoBERTa-CNN. The inclusion of this feature enables the transformer model to 

surpass the constraints in speed and efficiency that are seen in recurrent models like BiLSTM. The BiLSTM 

model faces challenges in collecting non-linear correlations between words that are widely separated in the 

text, hence hindering its ability to accurately express intricate semantic connections. The table’s results 

demonstrate that the utilization of transfer learning has the capability to overcome the limitations linked to the 

BiLSTM model. 

The objective of this work is to assess the effectiveness of several types of transformer models in text 

classification tasks that involve sensitive topics, such as identifying indications of suicide on social media. The 

results underscore the significance of choosing the suitable model to enhance performance in tasks related to 

NLP, particularly in extremely crucial and influential circumstances such as emotional datasets. Nevertheless, 

there are still constraints regarding the performance of these models on diverse datasets or in changing 

circumstances. Subsequent investigations could prioritize additional exploration and more extensive testing to 

enhance the overall applicability of these models. 
 

 

 
 

Figure 2. Pre-processed results of suicide and non-suicide datasets 
 
 

Table 2. Testing results of transformer model 
Algoritma model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

BiLSTM+GloVe 0.9346 0.9532 0.9142 0.9332 
BERT 0.98 0.98 0.98 0.98 

RoBERTa 0.9834 0.9834 0.9834 0.9834 

ALBERT 0.95 0.95 0.95 0.95 
DeBERTa 0.9870 0.9870 0.9870 0.9870 

RoBERTa-CNN [36] 0.98 0.9698 0.964 0.9681 
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chat with U W U s and uh…. other questionable
language…. * cough * I was called "mommy
yellow" * cough * ANYWAYS sorry ya had to
witness that dude
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The class division of the confusion matrix outcomes for the DeBERTA model is displayed in  

Table 3. The matrix encompasses a total of 46,415 testing data instances. The F1-score for the non-suicide 

label is 0.9871%, indicating that the model’s identification of non-suicide text is associated with a minimal 

number of false positives. In a similar vein, the F1 score for the suicide label wording is 0.9869%. The 

DeBERTa model provides the advantage of employing disentangled attention, which facilitates a more focused 

and structured attention mechanism. This approach helps address challenges related to understanding the 

relationship between words in longer texts and improves the ability to perceive context in a broader range of 

information. The successful outcome of this has been proven by the findings presented in Table 2 that result 

from each trial conducted on the transformer models. 

 

 

Table 3. Class division of the DeBERTa model 
Label Precision Recall F1-score 

Non-suicide 0.9835 0.9907 0.9871 

Suicide 0.9906 0.9832 0.9869 

 

 

5. CONCLUSION 

This study aims to accurately identify suicidal tendencies by textual analysis, which is crucial since 

suicide is the second most common cause of death among those aged 15 to 29 worldwide, as reported by the 

WHO. The COVID-19 epidemic has exacerbated mental health difficulties, heightening the likelihood of 

suicide. Social media has emerged as a crucial platform for those experiencing distress to openly express and 

disseminate their emotions, thereby serving as a helpful tool for promptly identifying and intervening in such 

cases. This study utilized deep learning and transfer learning models to accurately classify texts as either 

suicide-related or non-suicide-related. We implemented meticulous data cleansing procedures, which involved 

deleting HTML components, special characters, digits, punctuation, and emojis. Additionally, we converted 

the text to lowercase, removed stopwords, and performed lemmatization on the words. We evaluated our 

models by comparing them to other sophisticated transformers and deep learning techniques, such as BERT, 

RoBERTa, ALBERT, and DeBERTa, in addition to the BiLSTM model based on GloVe embeddings. The 

findings indicated that the DeBERTa model had superior performance compared to other models in terms of 

accuracy, precision, recall, and F1-score. The reason behind DeBERTa’s exceptional performance can be 

attributed to its disentangled attention mechanism. This technique enables the model to choose to concentrate 

on pertinent textual components while rejecting extraneous information. This feature improves its efficacy in 

capturing the intricate and intricate aspects of language associated with suicidal ideation. 

The results of our research indicate that advanced transformer models, specifically DeBERTa, show 

great potential in improving the identification of suicidal tendencies by analyzing text from social media. These 

findings have significant consequences for early intervention and prevention methods, potentially reducing 

mortality rates by identifying persons at risk more precisely and swiftly. Subsequent studies should investigate 

the extent to which these models may be applied to diverse datasets and examine how different data 

preprocessing approaches affect the performance of the models. Furthermore, incorporating a wide range of 

linguistic and cultural contexts could significantly strengthen the reliability and practicality of these models in 

real-life situations. 
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