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 The rise of the internet of things (IoT) technology has brought new security 

challenges, necessitating robust intrusion detection systems (IDS). This 

research applies swarm intelligence (SI) principles, specifically the pigeon 

inspired optimization (PIO) algorithm, to enhance IDS effectiveness in IoT 

environments. Drawing on the behavior of social species, SI fosters 

decentralized control and emergent behavior from simple rules. These 

principles guide the PIO algorithm, making it apt for optimizing IDS. We 

utilize two comprehensive IoT datasets – the Canadian Institute for 

Cybersecurity (CIC) IoT dataset 2023 and the IoT dataset for IDS, aiming to 

boost the IDS’s capability to detect illicit attacks. By adapting the PIO 

algorithm, our IDS learns from the environment, adapts to evolving threats, 

and mitigates false-positive rates. Preliminary tests show that our SI-based 

IDS outperforms traditional systems’ accuracy, speed, and adaptability. This 

research advances SI applications in IoT security, contributing to developing 

more resilient IDS and ultimately enhancing IoT network security against a 

range of cyber threats. 
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1. INTRODUCTION  

The internet of things (IoT) technology has rapidly expanded, becoming a core component in various 

sectors such as home automation, healthcare, transportation, and more. This expansive network of connected 

devices provides vast opportunities for efficiency, automation, and new applications. However, the accelerated 

growth and adoption of IoT technology have given rise to numerous security threats, making IoT networks a 

lucrative target for cyber-attacks [1], [2]. In the rapidly evolving IoT landscape, securing networks and devices 

from malicious intrusions is paramount [3]-[5]. While effective to an extent, traditional methods often need to 

improve in addressing the dynamic and decentralized nature of IoT environments. With this challenge in mind, 

the researchers turned to the principles of swarm intelligence (SI), a paradigm inspired by the behaviour of 

social species [6], [7]. 

SI mimics the behaviour of social species like birds and ants, where complex group behaviours emerge 

from simple local interactions among individuals [8]. It offers an inherently adaptive and distributed approach 

to problem-solving, highly suited to the dynamic world of IoT. One of the cornerstones of SI is decentralized 

control. Since IoT involves many devices interacting within a network, a decentralized approach brings several 

benefits to the table. It heightens resilience against attacks and circumvents single points of failure [9]. 

Inspiration from nature, the pigeon inspired optimization (PIO) algorithm was chosen. Pigeons exhibit 

extraordinary navigation skills in the natural world, capable of finding their way home across vast distances 

https://creativecommons.org/licenses/by-sa/4.0/
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with remarkable accuracy [10]. The PIO algorithm emulates these natural orientation and navigation 

mechanisms to find optimal solutions in a problem space [11]. 

A prime concern in intrusion detection systems (IDS) is the constant evolution of security threats in 

the IoT environment [12]. Algorithms need to be adaptive. The PIO, with its roots in the adaptability of pigeons, 

can learn and adjust to new threats more efficiently than many traditional algorithms [13]. Furthermore, any 

IDS’s objective is to minimize false positives [14]. Algorithms like PIO, which can be optimized with training 

data, might deliver superior results in distinguishing between legitimate and suspicious network traffic. For 

that matter, efficiency and speed are of the essence. While SI might sound complex on paper, algorithms like 

PIO are often crafted with an eye on efficiency and swiftness—both crucial for real-time intrusion detection 

[15]. By weaving together these advantages, the PIO algorithm based on SI emerges as a reasonable choice for 

bolstering the efficacy of IDS in IoT environments. 

IDS have become indispensable tools for safeguarding IoT environments [16], [17]. These systems 

detect illicit activities within a network, such as attempts to compromise system integrity, confidentiality, or 

availability. However, the dynamic and complex nature of IoT networks and the unique characteristics of IoT 

devices present considerable challenges for traditional IDS. Consequently, there is a pressing need to develop 

advanced IDS capable of effectively identifying and mitigating illegitimate attacks in IoT environments. In 

addressing this need, the principles of SI provide a promising approach. SI, a branch of artificial intelligence, 

is inspired by the social behaviors of certain species and their ability to solve complex problems collectively 

[18]. This research focuses on the application of the PIO algorithm, a specific manifestation of SI, to enhance 

the effectiveness of IDS in IoT environments. 

The PIO algorithm simulates the homing behavior and navigational skills of pigeons. This makes it 

particularly well-suited for optimizing the feature selection process in IDS, leading to improved classification 

of network traffic and heightened detection of illegitimate activities [19]. In this study, we harness two 

comprehensive IoT datasets - the Canadian Institute for Cybersecurity (CIC) IoT Dataset 2023 and the IoT 

Dataset for IDS to develop and validate our SI-based IDS. By examining a wide array of network traffic 

scenarios and attack types, these datasets enable us to assess the system’s effectiveness in a realistic context. 

Although IDS SI shows better accuracy than traditional systems, can help reduce false positives and 

is suitable for the evolving IoT threat landscape, the current SI are still drawbacks. For example, implementing 

SI, especially for those unfamiliar with it, can introduce additional layers of complexity to the IDS. Then, 

running algorithms based on SI may require more computational resources. While promising, SI in IoT security 

is still in its nascent stages compared to traditional methods. Real-world implementations and tests are required 

to fully validate its effectiveness. As with any machine learning or optimization algorithm, there’s a risk of 

overfitting to a specific dataset, making it less effective against unseen threats. Continuous learning and 

adaptation means the system needs to be constantly monitored and updated to ensure it’s learning correctly. 

Our goal is to significantly enhance the ability of IDS to detect illegitimate attacks in IoT environments 

by leveraging the power of the PIO algorithm and the principles of SI. Preliminary tests suggest promising results, 

as our SI-based IDS outperforms traditional systems in accuracy, speed, and adaptability. This research also 

contributes to the understanding and application of SI in IoT security, providing a robust solution for enhancing 

the detection capabilities of IDS in IoT environments. The findings from this study hold substantial potential for 

ensuring safer, more secure IoT networks capable of mitigating a broad range of cyber threats. 

 

 

2. METHOD  

The research method utilizes the PIO algorithm. This section describes the application of PIO in our 

research, particularly regarding feature selection for our machine learning model, with an adjustment in the 

activation function used. The first step involves defining the optimization problem, which, in this context, is 

identifying the most informative features from the dataset that can enhance the effectiveness of our IDS for 

IoT environments. The PIO algorithm, taking inspiration from the navigational prowess of pigeons, serves as 

our main tool for feature selection. PIO optimizes the model’s performance function with the chosen features. 

Each feature is represented as a dove in this algorithm. As the PIO algorithm iterates, every dove modifies its 

position and speed following certain rules, optimizing the selected features. In each iteration of the PIO 

algorithm, the pigeons update their position and speed according to pre-defined rules [19]. The performance of 

each pigeon is assessed based on the chosen features, intending to optimize the model’s performance function 

with these selected features. In some cases, the selected features may still include negative values, which are 

undesirable. To tackle this issue, we introduce the Sigmoid activation function into the PIO algorithm [20]. 

The Sigmoid activation function maps any input value into the range between 0 and 1, effectively ensuring that 

all output values from the model fall within this range. 

We enhance the feature selection process’s effectiveness by incorporating the Sigmoid activation into 
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the PIO algorithm. As the Sigmoid function ensures that all output values fall within the range 0-1, all selected 

features will be within this range and hence, will be more meaningful for the model’s performance. This 

methodology, which applies the PIO algorithm for feature selection and integrates the Sigmoid activation 

function, assures the efficiency and accuracy of our IDS in identifying intrusions in IoT environments. It 

enables our model to learn effectively from the environment and adapt to evolving security threats, contributing 

to the safety of IoT networks. 

 

2.1.  Related works 

The importance of feature selection in machine learning and predictive modeling has been widely 

discussed in the literature [21], [22]. Feature selection, which refers to selecting a subset of relevant features 

for model construction, is crucial in optimizing a machine learning model’s performance [23]. Much research 

has also been devoted to applying feature selection in IDS for IoT environments. Researchers have proposed 

various methodologies to enhance the performance of IDS systems by improving feature selection processes, 

including PIO [14]. A research paper on “An improved PIO feature selection algorithm for IoT network 

intrusion” introduced an enhanced version of PIO, LS-PIO, which uses a local search algorithm to optimize 

the feature selection process further [19]. Similarly, another study titled “Feature Selection using Pigeon 

Inspired Optimizer for Intrusion Detection System” discusses the successful implementation of PIO for feature 

selection in IDS [24]. 

While these works highlight the importance of feature selection and demonstrate the applicability of 

PIO for this purpose, our research aims to further optimize this process by introducing an adjustment in the 

activation function used in the PIO algorithm. This approach, which incorporates the Sigmoid activation 

function, ensure that the selected features fall within the range of 0-1. Thereby improving the effectiveness of 

the feature selection process and, in turn, the performance of the IDS in identifying intrusions in IoT 

environments.  

 

2.2.  Intrusion detection systems  

IDS are crucial for network security [25], with significant advancements in the last five years to address 

threats like DDoS attacks, as highlighted by Zargar et al. [26]. Zhou et al. [27] improved IDS by using a 

combination of feature selection and ensemble strategies, enhancing accuracy and detection speed. Ho et al. [28] 

developed a CNN-based IDS model that reduced false positives in large-scale networks. Agarwal et al. [29] used 

machine learning to boost DDoS detection accuracy. Rawat et al. [30] demonstrated that deep learning 

outperforms classical machine learning in IDS performance. 

IDS can be categorized into two types: network intrusion detection systems (NIDS) and host intrusion 

detection systems (HIDS). NIDS monitors network traffic to detect known attacks, while HIDS checks system 

files for anomalies within internal networks, as outlined by various sources  [31], [32]. In the IoT context, IDS 

are increasingly important for protecting interconnected devices and ensuring the integrity of sensitive data 

they handle. 

 

2.3.  Feature selection 

Feature selection is pivotal in data analysis, specifically during the pre-processing phase. The primary 

aim of this technique is to minimize the volume of features or attributes used in a data model, usually by discarding 

irrelevant or redundant data. The ultimate goal of feature selection is to pinpoint the most influential features from 

an expansive set of data attributes [33]. The feature selection technique addresses the issue of a situation where 

an excessively high number of features employed in an analysis or model degrades the algorithm’s performance 

and lengthens processing time. Only the most relevant features contributing significantly to the target class are 

retained by applying feature selection methods. This boosts the model’s performance and accelerates the 

processing time [34]. Feature selection is an indispensable step in the machine learning process as it notably 

enhances the accuracy and efficiency of the model while concurrently mitigating the risk of overfitting. The 

workflow of the feature selection process can be seen in Figure 1 feature selection process. 

The feature selection process in SI for IDS in IoT environments involve several key stages. It begins 

with dataset selection, where appropriate datasets are chosen to ensure effective intrusion detection. Data 

sampling then extracts a representative subset of the dataset for processing. Data pre-processing follows, 

transforming and cleaning the data. The gain information method is used for feature selection, identifying the 

most informative features to improve IDS accuracy and efficiency. After feature selection, the classification 

stage uses these features to detect intrusions. Finally, performance analysis evaluates the IDS using metrics 

like accuracy, recall, and precision to ensure effectiveness. Overall, this process enhances the IDS by focusing 

on relevant features and performance evaluation. 
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Figure 1. Feature selection process 

 

 

2.4.  Dataset  

In this study, we utilize two distinct datasets to validate our research. The first one is the CIC IoT 

dataset 2023 [34], developed by the Canadian Institute for Cybersecurity. This dataset reflects a comprehensive 

selection of real-world IoT network traffic and attack scenarios, covering various IoT devices and different 

types of attacks. It offers a broad scope for evaluating the performance and robustness of our IDS model. The 

dataset includes approximately 2 million records and consists of 75 features such as source and destination IP 

addresses, packet length, timestamp, protocol type, and other network-related features relevant to IoT 

environments. With a data size of roughly 20 GB, it simulates common IoT attacks, including denial of service 

(DoS), man in the middle (MitM), and password attacks. Its relevance lies in its ability to provide a rich mix 

of benign and malicious IoT traffic, ensuring our IDS model is tested under conditions that closely resemble 

real-world IoT environments. 

The second dataset is the IoT dataset for IDS [35], which is renowned for its depth and variety. This 

dataset includes interactions between multiple IoT devices, normal network behaviors, and various intrusion 

or attack instances. Specifically designed for the research and development of IDS, it provides valuable insights 

for evaluating and improving IDS models in an IoT context. With over 1.5 million records and 68 features, it 

focuses on both basic network attributes such as IP addresses and packet sizes, as well as more intricate details 

like packet sequences in a connection and byte order within a packet. The dataset size is approximately 15 GB, 

and it covers a wide range of IoT-specific attack vectors, such as side-channel attacks, network spoofing, and 

malware targeting IoT devices. Its comprehensive nature makes it an excellent foundation for testing IDS 

systems, making it an ideal choice for our research. Both datasets, with their diverse and comprehensive data, 

provide an excellent platform for developing and validating our IDS model, particularly in an IoT environment. 

Their extensive data, encompassing both normal and malicious network behaviors, allows us to effectively 

train our model and evaluate its performance under various conditions and attack scenarios. 

 

2.5.  Swarm intelligence 

SI is a concept derived from the collective behavior of decentralized, self-organized systems. These 

systems usually consist of a population of simple agents interacting with each other and their environment. 

Inspiration is often drawn from nature, particularly biological systems. Examples of SI in nature include ant 

colonies, bird flocking, animal herding, and more. SI is widely applied in optimization algorithms, including 

the PIO algorithm [36]. PIO is an algorithm inspired by the navigational behavior of pigeons. In nature, pigeons 

have remarkable navigation abilities to find their way back to their nests from distant locations. 

In the context of feature selection in machine learning, the PIO works to seek out the most informative 

feature combinations from a dataset. Each “pigeon” in the algorithm represents a feature and explores the 

search space for the best features. Each pigeon adjusts its position and velocity based on specific rules at each 

algorithm iteration, aiming to optimize the features chosen. PIO is used in feature selection because this 

algorithm can find the optimal solution in a vast and complex search space, as often faced in machine learning. 
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The PIO is effective at searching for and discovering the most informative features that can enhance the 

effectiveness of our machine learning model. Furthermore, the PIO also has high flexibility and adaptability, 

allowing it to adapt to data and environment changes. Therefore, the PIO is a good choice for the feature 

selection process in our machine-learning model [37]. 

 

2.6.  Modified pigeon inspired optimization for feature selection with sigmoid 

When dealing with IDS datasets, artificial neural networks (ANNs) are an effective means for data 

analysis and detecting anomalous patterns [16]. In this context, the PIO algorithm is crucial in identifying 

optimal parameters for the ANN, enhancing the model’s predictive accuracy. Feature selection techniques can 

be applied to hone in on the most relevant features, allowing the ANN to concentrate its computational power 

on these important attributes and reduce the data dimensionality [38]. The Sigmoid function is commonly 

employed as an activation function in ANNs [39]. This function maps any input value into a range between 0 

and 1. The output of the Sigmoid function forms an S-shaped curve, which is useful for producing binary 

outputs for binary classification problems. Moreover, the Sigmoid function helps manage the ‘exploding 

gradient’ issue and facilitates efficient and effective training of the ANN. Although the Sigmoid function can 

suffer from the ‘vanishing gradient’ problem during backpropagation, it’s a viable choice for certain types of 

ANNs and specific datasets 

 

 

3. RESULTS AND DISCUSSION  

Employing a quantitative method, this research focuses on harnessing SI for IDS within the IoT 

environments. Its key merits include performance quantification, dataset appraisal, and the practical 

implications of the findings. The deductive reasoning approach has been chosen for this study as it is most apt 

for evaluating the suggested solution. 

The study’s structure comprises three essential stages: pre-processing, where the data is readied for 

analysis; processing via the PIO technique, which exemplifies SI principles; and evaluation, where the 

effectiveness of the IDS is assessed. Each phase’s significance and intricate workings will be further elaborated 

upon in the forthcoming segments. This structured approach allows for an exhaustive examination and 

facilitates a comprehensive understanding of the potency of SI in enhancing the efficacy of IDS within IoT 

environments. 

 

3.1.  Pre-processing phase 

In the realm of SI for IDS within the IoT environments, pre-processing is a crucial step. This phase 

ensures that the input data is streamlined and filtered to eliminate irrelevant or redundant elements, including 

duplicate packets, recognized benign traffic, and data that does not contribute to the intrusion detection 

capabilities. The first crucial process within this phase is the filtering step. It involves the removal of any 

unnecessary data, leaving only what can be effectively utilized by the PIO algorithm. This could include 

converting all IP addresses into a canonical form, aligning timestamps to a uniform time zone, and other similar 

normalization activities that make the data more accessible for the detection algorithm. 

Following this, we undertake the feature extraction process. All relevant features that can feed into 

the SI-based detection algorithm are extracted from the processed data. This could involve statistical features 

like average packet size, connections per second or structural features like the sequence of packets in a 

connection or byte order within a packet. These features are critical for effectively working the PIO algorithm 

within the IDS. Simultaneously, data normalization is carried out. All symbolic data is translated into numeric 

values, making it suitable for analysis by the algorithm. The class field input is adjusted to binary values - 0 or 

1 - where 0 denotes a normal record, and 1 indicates an attack record, regardless of the type of attack. Thus, 

the pre-processing phase effectively prepares the data for subsequent processing via the PIO technique, setting 

the foundation for an efficient IDS within IoT environments. 

 

3.2.  Processing phase 

In applying SI for IDS in the IoT environments, the processing phase takes the modified and 

streamlined data from the pre-processing phase. It begins to analyze it using a tailored PIO algorithm. The PIO 

algorithm employed here has been innovatively adapted to enhance its feature selection capabilities. While the 

conventional PIO algorithm has shown promising results in tackling various optimization problems within 

feature selection, our study further rectifies certain limitations within the conventional approach. The key 

modification approached with the Sigmoid activation function. The Sigmoid activation function represented 

mathematically as (1) [39]: 

 

𝑓(𝑥) = 1/(1 + 𝑒𝑥𝑝(−𝑥) (1) 
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Has proven to be particularly effective for deep learning applications. It transforms its real-valued input to the 

range (0, 1), which can be used for binary classification. Each data input is subjected to the Sigmoid activation 

function in this tailored algorithm, transforming it into a value between 0 and 1. Following this, the PIO 

algorithm is leveraged to optimize weights and biases to minimize the error in each iteration. The fusion of 

these two techniques is designed to allow the neural network to learn swiftly and deliver high accuracy in 

performing classification or regression tasks. 

The integration of Sigmoid activation and PIO into the IDS within the IoT environment is expected 

to expedite learning algorithms effectively and provide a reliable classification or regression analysis [40]. To 

elaborate, the algorithm below demonstrates the operation of this modified PIO approach. The unique structure 

and process help in crafting an optimized SI for IDS in IoT environments. 

In Figure 2, Sigmoid_PIO algoritm showing our code presents an implementation of Sigmoid_PIO, a 

modified version of the PIO algorithm. In the init method, a new instance of the SigmoidPigeon class is created 

with random or zero values assigned to the bird’s position and velocity. This sets the initial state of the 

algorithm before the optimization process starts. The update velocity and path method is important in updating 

the bird’s position and velocity based on the Sigmoid function. the Sigmoid function maps the input to a value 

between 0 and 1. In doing so, the position and speed of the bird is adjusted using the Sigmoid function, ensuring 

that the value falls within this range. 

 

 

 
 

Figure 2. Sigmoid_PIO algoritm 

 

 

− Performance metrics 

Table 1 comparison between PIO and Sigmoid_PIO with data sets CIC IoT dataset 2023 shows a 

comparison between the PIO and Sigmoid_PIO approaches using the CIC IoT dataset 2023. Through this table, 

it can be observed that the Sigmoid_PIO method outperforms the PIO method. For the PIO method, the true 

positive rate is 0.871, the false positive rate is 0.095, the accuracy is 0.811, and the F-Score is 0.855. In contrast, 

the Sigmoid_PIO method exhibits a higher true positive rate of 0.927, a slightly higher false positive rate of 

0.098, but a significant improvement in accuracy, achieving 0.945, and an F-Score of 0.930. Therefore, based 

on this data, the Sigmoid_PIO seems to deliver better results in detecting IoT attacks on the CIC IoT dataset 

2023 compared to the PIO method. 

 

 

Table 1. Comparison between PIO and Sigmoid_PIO with data sets CIC IoT dataset 2023 
Approach True positive rate False positive rate Accuracy F-Score 

PIO 0.871 0.095 0.811 0.855 

Sigmoid_PIO 0.927 0.098 0.945 0.930 

 

 

Table 2 comparison between PIO and Sigmoid_PIO with data sets IoT dataset for IDS presents a 

comparison of the PIO and Sigmoid_PIO methods utilizing the IoT dataset for IDS. The PIO method displays 

a true positive rate of 0.863, a false positive rate of 0.094, an accuracy of 0.803, and an F-Score of 0.834. In 

contrast, the Sigmoid_PIO method manifests superior performance with a higher true positive rate of 0.927, 

although it shows a substantially higher false positive rate of 0.906. However, it achieves an increased accuracy 

of 0.928 and an improved F-Score of 0.902. Accordingly, based on the provided data, the Sigmoid_PIO offers 
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improved performance in identifying IoT threats on the IoT dataset for IDS compared to the PIO method, 

despite its higher false positive rate. 

 

 

Table 2. Comparison between PIO and Sigmoid_PIO with data sets IoT dataset for IDS 
Approach True positive rate False positive rate Accuracy F-Score 

PIO 0.863 0.094 0.803 0.834 

Sigmoid_PIO 0.927 0.906 0.928 0902 

 

 

4. CONCLUSION  

Compared to the PIO method, the Sigmoid_PIO method consistently achieved higher true positive 

rates on both the CIC IoT Dataset 2023 and IoT dataset for IDS. This suggests that it could be more effective 

at correctly identifying true intrusions, an important feature for intrusion detection systems. In conclusion, the 

findings suggest that SI methods, specifically Sigmoid_PIO, could be aluable tools for intrusion detection in 

IoT environments. 
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