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 A dynamic model of countering phishing attacks is considered. 

Cryptocurrency exchanges (CCE) and/or their clients are considered as an 

example of a phishing victim. The model, unlike similar ones, is based on 

the assumption that the dynamics of the states of the player-victim of 

phishing attacks and the player-intruder (fisher) is set by means of a system 

of differential equations. The peculiarity of this model is that it represents a 

bilinear differential game of quality, for which methods for solving linear 

differential games are not applicable and, in addition, the absence of 

functional restrictions on the strategies of players (even immeasurable 

functions are allowed) does not allow the use of traditional approach. And 

their solution makes it possible to form payoff matrices, which are part of 

the training set for artificial neural networks (ANNs). Such a collaboration 

of models will make it possible to accurately build an anti-phishing strategy, 

minimizing the costs of both a potential victim of phishing attacks and the 

defense side when building a secure system of communication with CCE 

clients. The neuro-game approach makes it possible to predict the process of 

countering phishing in the context of costs for both parties using different 

strategies. 

Keywords: 

Artificial neural network 

Cryptocurrency 

Game model 

Information security  

Phishing 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Zhuldyz Alimseitova  

Department of Cybersecurity, Information Processing, and Storage 

Institute of Automation and Information Technology, Satbayev University  

050000 Almaty, Kazakhstan 

Email: zhuldyz_al@mail.ru 

 

 

1. INTRODUCTION  

A phishing attack is perhaps one of the simplest and least expensive ways for an attacker to obtain 

information about users. Since phishing attacks do not actually require high qualifications of hackers and are 

not associated with costs, they are very popular among both professional hackers and various kinds of 

computer scammers. The popularity of this method of obtaining information about the user gives rise to a 

large number of tactics for conducting a phishing attack. We can say that at the simplest level, attackers 

resort to a simple mailing of letters containing, for example, a link to a malicious site or an attached file. 

https://creativecommons.org/licenses/by-sa/4.0/
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With a more sophisticated tactic, this can be phishing, supplemented with elements of social engineering. For 

example, in 2019, a similar phishing attack was recorded in Venezuela [1]. A website was created where 

volunteers registered to participate in the humanitarian action. For registration, it was necessary to indicate 

personal data, an identity document, and a mobile phone number. The attacker managed to actually create an 

identical site. With a very similar domain. As a result, the personal information of thousands of volunteers 

was actually stolen [2].  

Phishing is a serious threat to ordinary users. For example, as the popularity of cryptocurrencies 

(CC) and accordingly various cryptocurrency exchanges (CCE) grows, many users began to actively explore 

this area, hoping to make quick money. And since often many users, who do not have elementary knowledge 

in the field of information security (IS), try to make a quick profit, such owners of crypto wallets are in the 

first row of potential victims of phishing attacks, since they most likely will not notice or ignore the tricks 

that attackers use to steal personal data. So, in 2019, there were many reports in the press about the use of 

phishing to steal funds from one of the crypto wallets on the binance CCE [3]. The CCE said that the 

attackers stole 7,000 bitcoins. This for 2019 is approximately 2% of all binance bitcoin assets. To steal these 

funds, hackers used phishing and virus attacks to obtain sensitive user data from many customers, including 

two-factor authentication codes. As noted in [3] "Hackers had the patience to wait for a favorable moment 

and carry out a well-planned operation through many accounts that at first glance seemed completely 

independent." The ever-present threat of phishing attacks motivates IS researchers to look for new techniques 

and technologies to counter phishing. In particular, such technologies can be based on the use of artificial 

neural networks (ANNs), which can filter out phishing emails or identify phishing sites with a high degree of 

efficiency. 

The authors of [2], [4] considered traditional methods of countering phishing attacks. For example, 

according to the authors, the uniqueness of the site design, the use of one-time passwords, and one-way 

authentication can become an effective method of counteraction. It is difficult to argue with this, however, 

we note that each of these methods leads to an increase in the cost of developing and/or maintaining the site 

for the owner. Even such a policy does not always lead to success. So, for example, in 2021, a fake website 

of one of the largest banks in Ukraine was revealed [5]. Fraudsters lured clients into non-existent projects, 

offering high income under a scheme that has the properties of a financial pyramid using social engineering 

methods and likely hacking. 

A similar scheme with a fake website of a CCE is described in [6]. The authors of the publication 

cite as an example the situation when one of the most famous fake CCE was exposed in South Korea in 2017. 

The fake CCE was called BitKRX, so that customers would associate the name with the largest South Korean 

financial trading platform-Korea exchange (KRX). As a result, customers who thought they had bought 

bitcoin (BTC) and tried to access their funds found that their money had simply disappeared [7]. Spear 

phishing on CCE is a type of cyber attack in which attackers send hyperlinks, for example, using email, to 

well-researched targets [8], [9]. The purpose of such attacks is to obtain sensitive information by imitating 

trusted websites. 

The researchers [10], [11] consider both classical and new methods of protection against phishing 

attacks. For example, according to the researchers, in some cases, it is enough to simply increase the level of 

information culture of clients of financial institutions in order to avoid the consequences of phishing. The 

most advanced technological solutions involve the introduction of gateway solutions to combat phishing 

attacks or machine learning technologies, such as ANN, to recognize phishing sites. 

It is shown that it is possible to detect phishing websites using ANN [12]-[17]. Of course, this is not 

a complete list of scientific papers devoted to the study of the effectiveness and expediency of using the ANN 

apparatus to combat phishing sites and phishing emails. In particular, these papers show that ANNs can be 

used to detect and prevent phishing attacks due to their strong active learning ability on massive datasets and 

high data classification accuracy. However, repeated points in public datasets, as well as some features in 

feature vectors, complicate ANN training. Also, we noticed that most of the authors who offer certain ANNs 

practically do not touch upon the cost of creating such a network for its training and retraining when the 

attacker changes phishing tactics.  

Meanwhile, the attacker's relationship i.e. fisher and his potential victim can be described as the 

interaction of players [18]. In this research, the authors introduce an approach according to which the game 

between IDS agents and insiders was adapted. The solution of the phisher's intention forecasting following 

the previous actions of both players was based on the usage of quantal response equilibrium (QRE) in game 

theory. The game was modeled to cover as many enemy strategies as possible. However, the authors focus on 

a variety of phisher's strategies, ignoring the relationship between players' strategies and the financial costs of 

achieving their goals.  

An attacker (phisher) using the techniques of phishing attacks (often targeted) tries to penetrate 

cyber systems, for example, CCE to obtain confidential information. This can be done, for example, through 
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interaction with CCE staff or its clients. That is, there are two sides-the attacker and the victim. The game 

theory apparatus can be used in different ways. The researchers [18], [19] propose approaches according to 

which game theory makes it possible to gain knowledge about the interaction between the fisher and the 

victim in order to predict the next actions of the fisher in accordance with information from past interactions 

and recommend actions on the side of the victim. These works describe the game in such a way that it is 

possible to predict the future intentions of the fisher in accordance with the past actions of both players. For 

example, the authors consider such iterations of the strategies of the parties: 

a. phisher: use of a fake attachment (or link); victim: use an antivirus; 

b. phisher: masking the content of e-mail; victim: anti-phishing training.  

Of course, this is not a complete list of possible strategies of the parties. Well, from such a simple 

set, in terms of cost, additional questions arise. For example, which antivirus is preferable for the victim side? 

Is it enough to limit yourself to the basic set of protective functions of an antivirus, for example, provided by 

many free antiviruses, or is it preferable to invest in more advanced paid versions that also provide protection 

against phishing? Or how to organize customer training? Let's say the CCE issues a detailed instruction or 

organizes an online training, involving information security practitioners (and they are likely to require 

payment for their services).  

Similarly, other pairs of action strategies of the fisher side and the victim or defense can be 

constructed. Thus, the researchers in [20], [21] show that in order to protect against phishing attacks, you can 

use both built-in tools in browsers and mail servers, as well as overlay tools provided by third-party vendors. 

How effective are such solutions compared to user training and whether it is necessary to buy an additional 

system to combat phishing, the authors do not consider.  

The researchers [17], [22] using game theory, focus on the calculation of the Nash equilibrium in 

mixed strategies for the attacker-defender game and present a rational scheme for obtaining an advantage that 

the attacker has over the defender. The reviewed papers propose a zero-sum non-cooperative spear-phishing 

model. This allows an attacker (such as a phisher) to choose the optimal strategy in order to maximize the 

payoff. However, the authors did not at all touch upon this aspect of the problem of choice, the choice of one 

or another variant of the defense and attack strategy in the context of its influence on the costs of the parties 

to the game.  

Actually, all of the above and predetermined our interest in this topic. As is known, the synthesis of 

various methods and models, the use of tools from different fields of science, often leads to good results. 

This, for example, refers to the collaboration between the game theory apparatus and neural networks. Such a 

combination can be very interesting when solving problems related to predicting the outcome of the 

confrontation between the parties, when assessing the impact of their costs on protection and overcoming it, 

in particular, for the case of a phishing attack on the CCE. 

Conceptually, the interaction of these two fundamental sections of mathematics is based on the 

assumption that individual neurons, for example, in an ANN, will behave optimally when activated in 

accordance with a given payoff matrix. Such a payoff matrix can be generated, for example, by solving a 

conventional matrix game or by solving a bilinear differential or multi-stage quality game with several 

terminal surfaces. Thus, it is natural to assume that game theory can act as a basic organizing principle for the 

formation of such an ANN. In other words, game theory makes it possible to generate, in our case, a payoff 

matrix by solving a bilinear differential quality game with several terminal surfaces [23]. This means that 

game theory acts as a guiding principle in the organization and communication of neurons in an ANN used to 

combat phishing, in the context of the cost of different strategies for the victim and/or the defense side, for 

example, the information security administrator of the CCE.  

Also, the rational (optimal) strategy of the player (victim or defender) can be used when choosing 

the optimal learning parameters (convolution) of the ANN. The game model presented in this article for 

protecting CCE from phishing attacks can be considered as a stage in the construction of an ANN. The 

experience of successful implementation of ANN in the tasks of countering phishing gives us reason to assert 

with confidence that ANN, due to its advantages in comparison with other approaches, will effectively 

identify hidden statistical and other dependencies of phishing attacks, as well as obtain non-obvious and non-

trivial results. In our opinion, such a combination of two fundamental theories-games and neural networks, 

makes it possible to effectively solve the problem of combating phishing through the development of 

intelligent information systems to support decision-making in various applied tasks, combating CCE 

phishing. Purpose and objectives of the study: development of a neuro-game approach for the analysis of 

optimal strategies in the dynamic interaction of participants in phishing attacks and the choice of an option 

that minimizes the cost of protection. To achieve the goal of the study, it is necessary to solve the following 

tasks: based on the model for solving a quality differential game with several terminal surfaces, to develop an 

approach that allows to generate payoff matrices that are part of a training set for ANNs; to carry out testing 

of the model and initial training of the simplest ANN. 
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2. METHOD  

In order to obtain an effective result in the fight against phishing, a synthesis of two approaches is 

used-gaming and neural networks. The game approach serves, in this case, as the basis for forming part of the 

training set for the ANN. Alexa, DMOZ data for genuine sites and PhishTank, OpenPhish for phishing sites 

can be used as the main part of the training set [24]. In this paper, we mainly consider a game model that 

describes the interaction between a fisher and his potential victim. Such a game model is a bilinear 

differential quality game with several terminal surfaces. We present the setting of the game model. 

 

2.1.  Problem statement 

The situation when, during the trading sessions on the CCE, a fisher tries to inflict damage 

(primarily financial) to the participants is, unfortunately, already standard. The natural response to this is to 

create tools to counter it. The model proposed below is an attempt to increase the arsenal of such anti-

phishing tools. Moreover, the costs on the part of the victim in (and/or protection) certain technical means 

and methods of countering phishing are analyzed. The model describes the interaction between a bidder (a 

potential victim) and a fisher, which is a time-continuous procedure. The attacker tries to cause damage 

through phishing attacks. In future, we will call them the first and second players, respectively.  

The interaction takes place in the following way. The first player has technological strategies to 

counter the attacks of the second player. This, for example, is partial ignoring of false information, its 

avoidance, ignoring letters, and SMS. To harm the first player, the second player has technological strategies, 

such as social engineering, the use of keyloggers, and email password stealers. The use by the second player 

of his technological strategies leads to financial losses.  

Note that, for example, the built-in information security tools of mail services and browsers provide 

only a basic level of protection against phishing. Skilled attackers are able to bypass such tools because they 

have the ability to test the relevant mechanisms before the attacks are launched. Overlay means, implement 

more complex algorithms. Although these algorithms can also be studied by cybercriminals, however, this 

significantly increases the cost of attacks. That is, it will increase the need for the second player to have the 

appropriate financial resources (FR). Indeed, the phisher will have to purchase appropriate verification and 

testing solutions. Not all phishers are ready to take such a step. 

Accordingly, more expensive means form a “safety window” that provides effective protection. Let 

us denote by 𝛿𝑖 − the amount of financial damage that the second player inflicts on the first player by 

applying his i-th technological strategy; by 𝜎𝑗 − the amount of financial income that the first player will 

receive when he applies his j-th technological strategy; by 𝑠𝑖𝑗
1 −ratio of 𝛿𝑖/𝜎𝑗, by 𝑠𝑖𝑗

2 − ratio of 𝜎𝑗/𝛿𝑖. If 𝛿𝑖 =

0 at some 𝑖 or 𝜎𝑗 = 0 at some 𝑗, then we exclude them from consideration. At the point in time 𝑡 (𝑡 ∈

[0,∞)) the first player in the framework of operations on the CCE, having a financial resource (hereinafter 

FR) ℎ1(𝑡), converts it to 𝑔1 ⋅ ℎ1(𝑡) (𝑔1- growth rate of his FR). Then, by choosing his strategy 𝑢(𝑡): 0 ≤
𝑢(𝑡) ≤ 1, he determines the amount of his investments in the technological aspects of ensuring the 

information security of trading sessions on the CCE - 𝑢(𝑡) ⋅ 𝑔1 ⋅ ℎ1(𝑡). It is believed that the structure of 

investment by him of his technological strategies is given. This structure is given by the set: 

𝛼1, 𝛼2, 𝛼3, . . . , 𝛼𝑀: 0 ≤ 𝛼𝑖 ≤ 1,∑ 𝛼𝑖 = 1
𝑀
𝑖=1  (M – number of technological strategies of the first player), i.e. 

the amount of investment can be written as: 𝑢(𝑡) ⋅ 𝑔1 ⋅ ℎ1(𝑡) = 𝛼1 ⋅ 𝑢(𝑡) ⋅ 𝑔1 ⋅ ℎ1(𝑡)+. . . +𝛼𝑀 ⋅ 𝑢(𝑡) ⋅ 𝑔1 ⋅
ℎ1(𝑡). 

The value 𝛼𝑗 ⋅ 𝑢(𝑡) ⋅ 𝑔1 ⋅ ℎ1(𝑡), 𝑗 = 1, . . . , 𝑀 compensates for ∑ 𝑠𝑖𝑗
1 ⋅ 𝛼𝑗 ⋅ 𝑢(𝑡) ⋅ 𝑔1 ⋅ ℎ1(𝑡)

𝑁
𝑖=1  losses 

from the actions of the second player. This determines the decrease in the value of his FR by this value. 

Therefore, the total compensation for the losses of the fisher (the second player) from the investment of the 

first player in anti-phishing defenses is equal to: ∑ ∑ 𝑠𝑖𝑗
1𝑁

𝑖=1
𝑀
𝑗=1 ⋅ 𝛼𝑗 ⋅ 𝑢(𝑡) ⋅ 𝑔1 ⋅ ℎ1(𝑡). Let us denote by 𝑟1 the 

coefficient ∑ ∑ 𝑠𝑖𝑗
1𝑁

𝑖=1
𝑀
𝑗=1 ⋅ 𝛼𝑗. At the point in time 𝑡 (𝑡 ∈ [0,∞)) fisher (second player) has ℎ2(𝑡) FR, which 

he intends to spend on organizing phishing attacks. The second player, having at the moment of time 𝑡 (𝑡 ∈
[0,∞)), ℎ2(𝑡) of FR, converts them to 𝑔2 ⋅ ℎ2(𝑡) resources (here 𝑔2 − first player's FR growth rate). Then, by 

choosing his strategy 𝑣(𝑡): 0 ≤ 𝑣(𝑡) ≤ 1, he determines the value 𝑣(𝑡 ⋅ 𝑔2 ⋅ ℎ2(𝑡). We believe that the 

structure of investment by him of his technological strategies is given, which is given by the set: 

𝛽1, 𝛽2, 𝛽3. 𝛽4, . . . 𝛽𝑁: 0 ≤ 𝛽𝑖 ≤ 1,∑ 𝛽𝑖 = 1
𝑁
𝑖=1  (N–the number of technological strategies of fisher (the second 

player)). Or it can be written as follows: 𝑣(𝑡) ⋅ 𝑔2 ⋅ ℎ2(𝑡) = 𝛽1 ⋅ 𝑣(𝑡) ⋅ 𝑔2 ⋅ ℎ2(𝑡)+. . . +𝛽𝑁 ⋅ 𝑣(𝑡) ⋅ 𝑔2 ⋅ ℎ2(𝑡). 
The value 𝛽𝑖 ⋅ 𝑣(𝑡) ⋅ 𝑔2 ⋅ ℎ2(𝑡), 𝑖 = 1, . . . , 𝑁 levels ∑ 𝑠𝑖𝑗

2 ⋅ 𝛽𝑖 ⋅ 𝑣(𝑡) ⋅ 𝑔2 ⋅ ℎ2(𝑡)
𝑀
𝑗=1  income from the 

actions of the first player. For example, if he chose the right anti-phishing strategy and, accordingly, invested 

in successful technological solutions that effectively implement anti-phishing protection. This determines that 

the FR of the first player will decrease by this amount. That is, the total leveling of the FR of the first player 

from the investments of the second player is equal to: ∑ ∑ 𝑠𝑖𝑗
2𝑀

𝑖=1
𝑁
𝑗=1 ⋅ 𝛽𝑖 ⋅ 𝑣(𝑡) ⋅ 𝑔2 ⋅ ℎ2

𝑡 (𝑡). Let us denote by 
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𝑟2 the coefficient ∑ ∑ 𝑠𝑖𝑗
2𝑀

𝑖=1
𝑁
𝑗=1 ⋅ 𝛽𝑖. Then the FR of the players at the moment of time 𝑡 (𝑡 ∈ [0,∞)) will 

satisfy the following system of differential (1) and (2):  

 

𝑑ℎ1(𝑡)/𝑑𝑡 = −ℎ1(𝑡) + 𝑔1 ⋅ ℎ1(𝑡) − 𝑢(𝑡) ⋅ 𝑔1 ⋅ ℎ1(𝑡) − 𝑟2 ⋅ 𝑣(𝑡) ⋅ 𝑔2 ⋅ ℎ2(𝑡);  (1) 

 

𝑑ℎ2(𝑡)/𝑑𝑡 = −ℎ2(𝑡) + 𝑔2 ⋅ ℎ2(𝑡) − 𝑣(𝑡) ⋅ 𝑔2 ⋅ ℎ2(𝑡) − 𝑟1 ⋅ 𝑢(𝑡) ⋅ 𝑔1 ⋅ ℎ1(𝑡);  (2) 

 

The conditions for the end of the interaction of players at the moment of time 𝑡 (𝑡 ∈ [0,∞)) will be 

the fulfillment of conditions (3) or (4): 

 

ℎ1(𝑡) ≻ 0, ℎ2(𝑡) = 0;  (3) 

  

ℎ1(𝑡) = 0, ℎ2(𝑟) ≻ 0;  (4) 

  

ℎ1(𝑡) = 0, ℎ2(𝑡) = 0;  (5) 

  

If it turns out that condition (3) is satisfied, then we will say that in the interaction of players at the 

moment of time 𝑡 (𝑡 ∈ [0,∞)) the first player has achieved the desired result and the interaction procedure 

is over. For the first player, his expenses (investments) for carrying out measures to protect against phishing 

attacks turned out to be successful, and the chosen strategies will bring him a win. If it turns out that 

condition (4) is satisfied, then we will say that in the interaction of players at the moment of time 𝑡 (𝑡 ∈
[0,∞)) the second player has achieved the desired result and the interaction procedure is over. For the second 

player, his expenses (investments) for conducting a phishing attack turned out to be successful, and the 

chosen strategies will bring him a gain.  

If it turns out that condition (5) is satisfied, then we will say that in the interaction of players at the 

moment of time 𝑡 (𝑡 ∈ [0,∞)) both players did not achieve the desired result and the interaction procedure 

is over. If neither condition (3), nor condition (4), nor condition (5) are satisfied, then the procedure for the 

interaction of players continues further for time points 𝜏: 𝜏 ≻ 𝑡. Let us denote by 𝑇∗ = [0,∞) the time 

variable change set. 

The first player, based on the available information, can determine the amount of FR that he needs 

to allocate to counter the second player (fisher). The amount of FR spent also affects how effective anti-

phishing protection will be. Indeed, the cost of creating an effective filter to block phishing sites and phishing 

emails will cost CCE many times more than just explaining to customers the danger of opening suspicious 

emails. The second player chooses his strategy 𝑣(. )based on any information. The first player seeks to find 

the set of initials FFs and initial states ℎ2(0) of the first and second players, which have the following 

property, described by us in the paper [25]. Property: if the game starts from them, then the first player can, 

by choosing his strategy 𝑢∗(. , . , . ), to ensure at one of the points of time 𝑡 the fulfillment of the condition (3). 

At the same time, this strategy, chosen by the first player, contributes to preventing the fisher (second player) 

from fulfilling conditions (4), (5) at previous moments of time. 

The set of such states is the preference set of the first player 𝑊1. Accordingly, the strategies 

𝑢∗(. , . , . )of the first player with the indicated properties are his optimal strategies. The goal of the first player 

is to find the preference set and optimal strategies, applying which he will obtain the fulfillment of condition 

(3). According to the classification of decision theory, the formulated game model corresponds to the 

problem of decision making with complete information. Moreover, such a model is a bilinear quality 

differential game with several terminal surfaces. Finding the preference sets of the first player and his 

optimal strategies depends on a set of parameters. 

In order to form the corresponding part of the training set for the ANN, we find the solution to the 

problem using the tools of the quality differential games theory [25]. This part of the training set is formed as 

a result of solving the problem from the point of view of the first player. That is, i.e. sets of “preferences” and 

optimal strategies 𝑢∗(. , . , . ) are found for all ratios of game parameters. The solution of the problem from the 

point of view of the second player is similar. 

  

2.2.  Solution of the problem  

The solution of the problem depends on the ratio of the interaction parameters. Various cases of 

parameter relations were considered in [25]. Therefore, we confine ourselves to a brief listing of them, 

presented in Table 1. 
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Table 1. Cases of the game parameters and dependencies ratio to determine the area of preference for player 

1 and his optimal financial strategy to counter phishing attacks 
Options The set of "preferences" and the optimal strategy are found by the formulas: 

1. 𝑟1 ⋅ 𝑟2 = 1,𝑔2 ≥ 𝑔1 𝑊1 = {(ℎ1(0), ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+
2 , 𝑔2ℎ2(0) < 𝑟1 . 𝑔1 ⋅ ℎ1(0)} 

𝑢∗(ℎ1(0), ℎ2(0)) = {
1, (ℎ1(0),ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+

2 , 

𝑔2ℎ2(0) < 𝑟1 . 𝑔1 ⋅ ℎ1(0)
}
 

and not defined otherwise. 
 

2. 𝑟1 ⋅ 𝑟2 = 1,𝑔2 ≺ 𝑔1 
𝑊1 = {

(ℎ1(0),ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+
2 , 

𝑔2ℎ2(0) < 𝑟1 . 𝑔1 ⋅ ℎ1(0)
}
 

𝑢∗(ℎ1(0), ℎ2(0)) = {
0, (ℎ1(0),ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+

2 , 

𝑔2ℎ2(0) < 𝑟1 . 𝑔1 ⋅ ℎ1(0) < 𝑔1ℎ2(0)
}

 
𝑢∗(ℎ1(0), ℎ2(0)) = {

1, (ℎ1(0),ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+
2 , 

𝑔2ℎ2(0) < 𝑟1 . 𝑔1 ⋅ ℎ1(0)
}
 

and not defined otherwise. 

 

3. 𝑟1𝑟2 > 1,𝑔2 > 𝑟1 . 𝑔1 ⋅ 𝑟2 Similar to option 1. 

 

4. 𝑟1𝑟2 > 1,𝑔1 ≤ 𝑔2 < 𝑟1 . 𝑔1 ⋅ 𝑟2 
𝑊1 = {

(ℎ1(0), ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+
2 , 

(𝑟1𝑔1𝑟2𝑔2)
0.5ℎ2(0) < 𝑟1 . 𝑔1 ⋅ ℎ1(0)

}  

𝑢∗(ℎ1(0), ℎ2(0)) = {
1, (ℎ1(0),ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+

2 ,

 (𝑟1𝑔1𝑟2𝑔2)
0.5ℎ2(0) < 𝑟1 . 𝑔1 ⋅ ℎ1(0)

}  

 and not defined otherwise. 

 

5.𝑟1𝑟2 > 1, 𝑔1/(𝑟1𝑟2) < 𝑔2 < 𝑔1 Similar to option 4. 

 

6. 𝑟1𝑟2 > 1,𝑔2 < 𝑔1/(𝑟1𝑟2); 𝑊1 = {(ℎ1(0), ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+
2 , 𝑟2𝑔2ℎ2(0) < 𝑔1 ⋅ ℎ1(0)} 

𝑢∗(ℎ1(0), ℎ2(0)) = {
0, (ℎ1(0), ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+

2 , 

𝑟1𝑔1𝑟2ℎ2(0) < 𝑟1𝑔1ℎ1(0) < 𝑔2 ⋅ ℎ2(0)
} 

𝑢∗(ℎ1(0), ℎ2(0)) = {
1, (ℎ1(0),ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+

2 , 

𝑟1𝑔1ℎ1(0) > 𝑔2 ⋅ ℎ2(0)
}

 
and not defined otherwise. 

 

7. 𝑟1𝑟2 < 1,𝑔2 ≥ 𝑔1 Similar to option 1. 
 

8. 𝑟1𝑟2 < 1, 𝑟1𝑔1𝑟2 ≤ 𝑔2 < 𝑔1; 
𝑊1 = {

(ℎ1(0),ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+
2 ,

 𝑟2𝑔2ℎ2(0) < 𝑔1 ⋅ ℎ1(0)
} 

𝑢∗(ℎ1(0), ℎ2(0)) = {
0, (ℎ1(0),ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+

2 ,

 𝑟1𝑔2𝑟2ℎ2(0) < 𝑟1𝑔1ℎ1(0) < 𝑔1 ⋅ ℎ2(0)
} 

𝑢∗(ℎ1(0), ℎ2(0)) = {
1, (ℎ1(0),ℎ2(0)): (ℎ1, ℎ2) ∈ 𝑖𝑛𝑡 𝑅+

2 , 

𝑟1𝑔1ℎ1(0) ≥ 𝑔1 ⋅ ℎ2(0)
} 

and not defined otherwise. 

 

9.𝑟1𝑟2 < 1, 𝑔2 < 𝑟1 . 𝑔1 ⋅ 𝑟2 Similar to option 8. 

 

 

In the same way, problem 2 is solved from the point of view of the second player (fisher). Then, 

when forming a part of the training sample for the ANN, which will contain the results of the implementation 

of the set of game outcomes, it will be possible to represent a positive orthant in the plane (ℎ1(0), ℎ2(0)) in 

the form of three sets (cones with a vertex at a point (0,0). One set (cone) adjacent to the axis 0𝐻1, is the 

preferred set for the first player (the victim of a phishing attack). The second set (the cone) is the preferred 

set for the second player (the fisher). The third set (cone) is neutral from the point of view of both players. In 

fact, this set characterizes the balance property for players engaged in confrontation due to phishing attacks. 

Under certain ratios of the parameters of the opposition of the players, the balance set is a balance ray. That 

is, the players, for the states belonging to this set, have strategies that allow the players to continue the 

process of confrontation for a long time, as they like. This means that the conditions (ℎ1(0), ℎ2(0)) ∈ 𝑅+
2  will 

be fulfilled for any point in time t.  

Note that the rays, which are the boundaries of the cones, are specified by means of coefficients, 

which are a combination of parameters that specify the dynamics that describe the process of confrontation 

between the players. Therefore, if the initial values of the (ℎ1(0), 𝜙(0)) FR of the confrontation sides are 

given, then you can, for example, vary these parameters. In particular, to require that the parameters that 

determine the dynamics of the FR change are such that, the point (ℎ1(0), ℎ2(0)) is in the balance area, or, on 

the balance ray, if the cone separating two preference sets is the ray. If, however, some parameters are fixed 
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that determine the dynamics of FR changes, then it can be required that the values (ℎ1(0), ℎ2(0)) and part of 

the non-fixed parameters be such that the point (ℎ1(0), ℎ2(0)) falls into the area of balance. This, in turn, can 

affect both the confrontation process itself and recommendations when choosing strategies by players, 

primarily this applies to potential victims of phishing, as well as the defense side. If nothing can be changed, 

then the above solution of the game in problem 1, or the solution of the game in problem 2, will indicate the 

possible result of the confrontation procedure, under the assumptions under which problems 1 and 2 were 

considered.  

Thus, the solution of the considered game, which made it possible to find the strategies of two 

players-a potential victim of phishing and a phisher, makes it possible to form a payoff matrix that is part of 

the training sample for the ANN. This payoff matrix horizontally has a finite set of groups of parameters of a 

potential phishing victim, and vertically there is a finite set of groups of phisher parameters. Each player can 

choose his own group of parameters. These groups of parameters (phishing victims) serve to describe a 

specific game (potential phishing situation). Since the game is solved for all ratios of game parameters, one 

of the values (+1, 0, -1) can be set at the intersection of the horizontal and vertical lines in the payoff matrix. 

Solving this matrix game and finding the value of the game in mixed strategies and optimal mixed strategies, 

we get that the situation with phishing on the CCE will be either positive (if the value of the game is 

positive), or negative (if the value of the game is negative), or neutral (if the value of the game is zero). This 

gives grounds for choosing the appropriate training set of player parameter groups into the payoff matrix. 

The obtained results of the game, as mentioned above, can be used to form part of the ANN training sample. 

At this stage, the purpose of training the ANN is to determine its weight coefficients. 

 

  

3. RESULTS AND DISCUSSION  

The model proposed in the work was implemented as a software module for analyzing the strategy 

of the defense side to counter phishing attacks for the ССY and/or their clients. The computational 

experiment was carried out using the Anaconda distribution kit (PyChar professional programming 

environment), on a PC with an i7 processor, and 32 GB of RAM. The computational experiment made it 

possible to visualize the results of the game between the victim of a phishing attack and an attacker (a phisher 

implementing different tactics of phishing attacks). The goal is to analyze the costs of the parties during the 

game and, accordingly, collect data for a part of the total array of ANN training sample, which is part of a 

larger project to use ANN to recognize phishing addresses and messages, for example, addressed to ССУ 

clients. The result of the game implemented during the computational experiment is shown in Figure 1.  

 

 

 
 

Figure 1. Results of the computational experiment. The trajectory of the movement of the second player 

(intruder) 
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Computational experiments, which are based on finding a solution to the bilinear differential quality 

game considered in the work, make it possible to form payoff matrices, which are necessary components for 

the functioning of the ANN. Note that a standard linear programming package can be used to solve matrix 

games by reducing a matrix game to a linear programming problem. Examples of the simplest matrix games 

generated by the bilinear differential quality game for ANN. 

Example 1) 

 

(

  
 

100000
010000
001000
000100
000010
000001)

  
 

, 

 

the value of the game is 1/6; Optimal mixed strategies-the choice of each pure strategy by the players with a 

probability of 1/6. The phishing situation is positive. 

 

Example 2) 

 

(

  
 

−100000
0 − 10000
00 − 1000
000 − 100
0000 − 10
00000 − 1)

  
 

, 

 

the value of the game is -1/6; Optimal mixed strategies-the choice of each pure strategy by the players with a 

probability of 1/6. The phishing situation is negative. 

 

Example 3) 

 

(
1 − 1
0 + 1

), 

 

the value of the game is 1/3; Optimal mixed strategies-the choice of each pure strategy by the players with a 

probability 1/3 and 2/3. The phishing situation is positive. 

 

Example 4) 

 

(
−1 + 1
& 0 − 1

), 

 

the value of the game is -1/3; optimal mixed strategies - the choice of each pure strategy by the players with a 

probability 1/3 and 2/3. The phishing situation is negative. 

 

Example 5) 

 

(
−1 + 1
+1 − 1

), 

 

the value of the game is 0; optimal mixed strategies-the choice of each pure strategy by the players with a 

probability 1/2. The phishing situation is neutral. 

 

Example 6) 

 

(
+1 − 1
−1 + 1

), 

 

the value of the game is 0; optimal mixed strategies-the choice of each pure strategy by the players with a 

probability 1/2. The phishing situation is neutral. 
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ANN training was carried out by analyzing the local outcomes of the games described above 

(respectively, options 1-9 presented in Table 1). A large number (about 250) of local games played and their 

results were automatically fed into the ANN in the form of a perceptron (the MATLAB environment was 

used-the neural network toolbox application package). As a result of training the ANN, the corresponding 

values of the coefficients of connections were obtained, and the dispersion of the learning results of the ANN 

was determined. The dispersion is presented on Figure 2. Thus, we can take the standard deviation of the 

accuracy of the model on the test set as an estimate of the dispersion of the predictions of the results of the 

game outcomes made using our model.  

 

 

 
 

Figure 2. Dispersion of ANN training outcomes 

 

  

Figure 1 demonstrates the situation in which the first player (the victim of a phishing attack), using 

the non-optimal behavior of the second player (the phisher) at the initial moment of time, "brings" the state of 

the system to "its" terminal surface. This terminal surface characterizes the phisher's loss of FR, since the 

cost of conducting a phishing attack did not produce a result. If the trajectory of the players coincides with 

the ray of balance, then this will correspond to the situation of equilibrium in the opposition of the players. In 

this case (which, however, is unlikely), the players, applying their optimal strategies, “move” along this ray. 

This “satisfies” both the “victim” and/or the defense side and the phisher at the same time. Accordingly, the 

costs of the victim (and/or the defense party) for leveling phishing are minimal. For example, it can be the 

high vigilance of a potential victim, as well as ignoring suspicious links and messages by mail and SMS. The 

costs of a phisher are also minimal. Since he, without resorting to costly phishing strategies, can simply 

implement a phishing mailing based on luck and chance. Complex and, accordingly, costly strategies are not 

used by the fisher.  

If the trajectory of movement is under the beam of balance, then this will illustrate the situation 

when the first player (the victim and/or the side of the defense, for example, CCE) has an advantage in the 

ratio of parameters. That is, in this case they are in the preference set of the first player. In this case, the first 

player, applying his optimal strategy, will achieve his goal, namely, bringing the state of the system to "his" 

terminal surface.  

As the graph on Figure 2 shows, the variance characterizing the spread of the experimental results 

shows that, starting from the value (the number of steps equal to the number of strategies in the payoff 

matrix) 2 and up to the value 14, the variance value is “acceptable”, i.e. the spread of values is small. In 

addition, from a value of 21 it also becomes "acceptable". At values from 14 to 21, a zone of turbulence 

occurs. This gives grounds to determine the sample size (the number of strategies in the payoff matrix), 

which will allow using the trained ANN to make a fairly accurate prediction of the result of fighting 

phishing, namely, in this case, it is enough to limit the number of steps equal to 14. 
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Limitations. At this stage of the study, we limited ourselves to testing the simplest ANN in the form 

of a perceptron. This is a limitation and a certain disadvantage of the work. But with the accumulation of 

statistical materials, it is possible, if necessary, to create a more complex ANN. However, we note that we 

were primarily interested in solving the problem related to predicting the outcome of the confrontation of the 

parties during phishing attacks, and assessing the impact of the costs of the parties on protection (victims 

and/or protection of the CVB) and its overcoming (fisher). 

 

 

4. CONCLUSION  

A dynamic model of countering phishing attacks on CCE and/or their clients is considered. The 

model, in contrast to similar ones that describe this problem, is built on the assumption that the dynamics of 

the states of the player-victim of phishing attacks and the player-intruder is set by means of a system of 

differential equations. Moreover, their solution makes it possible to form payoff matrices that are part of the 

training set for ANN. Such a collaboration of models, in our opinion, will make it possible to accurately build 

an anti-phishing strategy, minimizing the costs of both a potential victim of phishing attacks and the defense 

side when building a secure system of communication with clients, for example CCE. Besides, this approach 

makes it possible to predict the process of countering phishing in the context of costs for both parties using 

different strategies. It is shown that the controllability of the process of countering phishing attacks on market 

participants, for example, CC, can be described in terms of a game approach based on solving a bilinear 

differential game with several terminal surfaces. The novelty of the model lies in the fact that a solution has 

been found for a bilinear differential quality game with several terminal surfaces, which adequately reflects 

the essence of the problem under consideration. Solutions of bilinear differential games make it possible to 

form payoff matrices for ANNs, which makes it possible to predict the process of countering phishing. The 

results of a computational experiment are presented, during which various ratios of parameters describing the 

process of countering phishing attacks are taken into account. 
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