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 In data analysis, imbalanced datasets are a frequent issue, where classes in a 

dataset have an uneven distribution, which can lead to poor performance in 

machine learning (ML) and predictive modeling. In this study, we analyze 

distributed denial of service (DDoS) attacks at the application layer. Three 

primary strategies are studied in this study to address the issue of data 

imbalance in multiclass techniques: random oversampling (ROS), random 

undersampling (RUS), and the use of class weights. A model using a deep 

learning (DL) technique has been proposed in this paper to be trained and 

tested for DDoS attack detection. Based on the results obtained and presented 

in this paper, it is observed that RUS outperforms class-weight and ROS in 

multiclass settings in terms of resolving imbalanced data when implemented 

with the deep learning-based DDoS attack detection model. 
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1. INTRODUCTION 

Distributed denial of service (DDoS) attacks cause concern and losses both in the business world and 

in government. Denial of service (DOS) attacks have been widely discussed in the world of information 

technology and have been the subject of discussions and research on internet network attacks since the early 

1980s [1]. Since the summer of 1999, when the first spread of (DDoS) assault incidence was recorded, the 

majority of DoS attacks have been spread in form [2]. Now, according to a 2020 Kaspersky analysis, more 

than 20% of DOS attacks on businesses worldwide employ a method that leverages several devices to seize 

control of and harm a particular system or network [3], the incidence of these attacks tripled between the second 

quarter of 2020 and the corresponding period in 2019. Attacks on the network/transport layer, an entity capable 

of inundating internet traffic through the generation of an extensive volume of packets is known for its ability 

to deploy connection packets in a fragmented manner over the user datagram protocol (UDP). Simultaneously, 

the transmission control protocol (TCP) employs TCP-SYN [4] and rejection techniques, whereas the internet 

control message protocol (ICMP) and domain name system (DNS) are targeted in the process. 

DDoS attacks, in contrast, are malicious attempts characterized by flooding a target system, network, 

or service with an excessive flow of Internet traffic, thereby disrupting or slowing down its or its service’s 

normal operational functions [5]. Attacks occurring at the application layer are characterized by their minimal 

bandwidth requirements and are often surreptitious. Application layer assaults are a new kind of DDoS attacks 

that have started to gain traction recently, this attack takes the use of holes in protocols that function at the 

application layer [6]. The utilization of deep learning (DL) approaches for addressing DDoS attacks with 
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imbalanced data at the application layer may lead to an overload of application servers and resource 

consumption. These attacks are more targeted, aiming to interfere with legitimate user services by attacking 

applications like DNS, hypertext transfer protocol (HTTP), and lightweight directory access protocol (LDAP) [7]. 

Although traditional solutions such as regular classifiers have been used for DDoS detection, the main obstacles 

lie in handling imbalanced data and loss of information in minority classes, which leads to inaccurate 

predictions and increased false positives in multiclassification. Therefore, this research aims to develop a more 

effective approach using DL to increase the accuracy of DDoS detection, especially in minority classes, as well 

as reduce the number of false positives in overall detection. 

The most significant problem with all real-world applications is imbalanced data. However, a classifier 

that is more biased in favor of the majority class is frequently produced when classification accuracy based on the 

minority class is high. Thus, improving a minority class’s classification accuracy is an extremely important 

task. In the field of data mining, classifying data with imbalanced classes is a significant challenge. Numerous 

methods have been put forth to address imbalanced data sets; however, they have mostly addressed two-class 

issues and have given considerably less thought to multiclass scenarios [8], [9]. Protein classification [10], 

welding faults classification [11], gearbox fault detection [12], pediatric brain tumors [13], categorization of 

hyperspectral images [14], text categorization [15], and activity identification [16]. This paper focuses on 

detecting DDOS attacks at the application layer with DL on multiclass by comparing resampling, random 

undersampling (RUS), random oversampling (ROS), and class-weight techniques. 

 

 

2. LITERATURE REVIEW  

2.1.  Multiclass imbalanced classification 

This section presents contemporary techniques for identifying unbalanced data sets with more than 

two classes. Even though several techniques might be included in multiple categories, they are separated into 

groups [9]. Data level, many writers have taken into consideration data-preprocessing techniques for multiclass 

imbalanced issues [17], [18]. 

 

2.2.  Random oversampling 

Synthetic minority oversampling technique (SMOTE) and other oversampling techniques are based 

on the ROS basic approach. Giving researchers access to additional minority class samples enhances the 

prediction model’s overall accuracy and mitigates the issue of class imbalance [19]. As seen in Figure 1, ROS 

duplicates the minority class’s data points at random with replacement until the relative proportions of the two 

classes are equal. 

 

 

 
 

Figure 1. ROS process 

 

 

RUS, as compared with ROS, works by arbitrarily eliminating the majority class’s data points, with 

or without the replacement, up until the two groups’ relative proportions are equal.  Using this technique, the 

targeted variable’s instances of the majority class are arbitrarily eliminated until their number equals that of 

the minority class [20]. The RUS approach applies the following selection process after balancing the majority 

and minority classes: 

 

 𝑥𝑛𝑒𝑤 =  𝑥𝑖 +  ( 𝑥�̂�  −  𝑥𝑖  )  ∗  𝛿,  (1) 

 

where 𝑥𝑛𝑒𝑤  refers to the synthesized instances, 𝑥𝑖 refers to the minority class samples, �̂�i is among the neighbors 

that are k-nearest for 𝑥𝑖, and δ is a representation chosen at random from 0 and 1. 
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2.3.  Random undersampling 

The implementation of the undersampling strategy entails reducing the volume of data associated with 

the majority class, the entirety of the data from the minority class is preserved [20]. The RUS approach is one 

that’s frequently used to address unbalanced datasets by lowering the majority class [21]. Through the 

utilization of a randomized selection method, many cases from the majority class are eliminated structurally or 

systematically until a balance is reached in the number of cases between the minority and majority classes. 

This method’s advantage is that it may be applied randomly, negating or lowering the value of the majority 

class under certain circumstances. The undersampling method’s flaw can lead to the removal of significant 

portions of the majority class data, which can impact classification results. 

Figure 2 shows the operation of RUS. Analysts can utilize intricate prediction models, such as the 

stacked ensemble method, in the course of this project, the application of RUS is directed towards the reduction 

of the dataset size, with the primary objective of diminishing the training time required for the predictive model. 

Additionally, RUS contributes to enhancing model efficiency by achieving a more balanced distribution of 

classes within the relevant variables [22]. However, RUS may exclude significant data and patterns that might 

aid in the prediction by shrinking the dataset, which would lower the algorithm’s forecast accuracy [19], [23]. 

 

 

 
 

Figure 2. RUS process 

 

 

2.4.  Class-weight 

Comparing the weighted class or class-weight method to the other sample techniques, one finds that 

it takes a different approach [24]. We employed an inverse class frequency variation for our class weight 

implementation, giving minority classes non-excessive, higher weights. We use (1) and (2) to figure out the 

class weights 𝑊𝐶𝑐. 

 

𝑤𝑒𝑖𝑔ℎ𝑡𝑐 =  𝑙𝑜𝑔 (
|𝑌|

|𝑦𝑐|
)  (2) 

 

{
𝑊𝐶𝑐= 𝑤𝑒𝑖𝑔ℎ𝑡𝑐                  𝑤𝑒𝑖𝑔ℎ𝑡𝑐  > 1
𝑊𝐶𝑐= 1                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒             

 (3) 

 

Based (2) and (3), |𝑌| denotes the total number of samples in the data set and |𝑦𝑐| represents the count 

of samples attributed to class 𝑐. The provisions of this rule result in giving a weight of 1 to the majority class. 

Applying this rule assigns a weight of 1 to the majority classes. Simultaneously, it assigns a class weight 

approximately approaching 14 to the most infrequent instances. This method accords heightened significance 

to the least common cancer types while simultaneously recognizing the importance of the majority classes [24]. 

 

  

3. METHOD 

3.1.  Related work 

The study [25] utilized various techniques such as radnom undersampling (RU), ROS, random 

oversampling combined with random undersampling (RURO), RU-SMOTE, and RU with adaptive synthetic 

sampling method (RU-ADASYN) across six cybersecurity datasets: these techniques were applied in 

conjunction with model classification using artificial neural network (ANN), DL, and ML; according to this 

research [24], comparing the techniques used are class-weight, oversampling, undersampling, and smote in 

binary classification; explores various synthetic oversampling methods and introduces a new oversampling 

algorithm that relies on the Mahalanobis distance [26]; demonstrated that in datasets with low dimensions, 

basic undersampling often achieves better performance compared to SMOTE [27]. A few of the latest studies 
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focusing on algorithm-level approaches include: analyzing the current deep-learning methods aimed at 

handling imbalanced class distributions [28] and creating a unique BalanceCascade-based kernelized extreme 

learning machine specifically tailored to tackle class imbalance issues [29]. Introduced a fresh approach to 

quantify imbalance by introducing a set of null-biased multi-perspective class balance metrics, expanding the 

notion of class balance accuracy to encompass additional performance metrics [30]; handled both the majority 

and minority classes separately and autonomously [31]. According to the mentioned research using multi-class 

classification in dealing with “Web” attack scenarios [32], [33]; utilized an additional convolutional neural 

network+long short-term memory (CNN+LSTM) model to conduct multiclassification experiments on the 

NSL-KDD dataset [34], [35]. 

  

3.2.  Dataset 

The dataset employed in the CICDoS 2019 competition originates from the Canadian Institute for 

Cybersecurity. DDoS attacks within the dataset encompass a combination of simulated and real-time instances, 

grounded in authentic planar capacitor (PCAP) data [36]. Additionally provided are the results of a 

CICFlowMeter-V3 network traffic analysis, which includes labeled streams arranged by timestamps, protocols, 

the data includes information on attacks, source and destination IP addresses, and ports, stored in a CSV file. 

The researchers used a single type of DDoS attack in their study. Due to LDAP’s reliance on the TCP protocol, 

this attack was executed at the application layer. There are 2,113,234 rows and 80 columns in this enormous text.  

The dataset contains current and valid instances of DDoS attacks that occur often and are comparable 

to PCAP data seen in real-world scenarios. The unprocessed data, comprising the event logs (both Windows 

and Ubuntu) and network traffic PCAP for every machine, each of which has been saved as a CSV file. The 

collection is organized in a daily schedule. We systematically recorded raw data daily, encompassing the packet 

capture (PCAP) of the machine’s network traffic, as well as event logs sourced from both Ubuntu and Windows 

operating systems. 

 

3.3.  Data preparation 

Hardware and software are required to analyze the dataset at this point. In the meanwhile, we used 

@Jupyter 6.5.4 software to analyze the dataset using virtual machine hardware that had the following 

specifications: the system configuration includes 16 CPUs, each featuring an Intel® Xeon® Gold 6134 

processor with a clock speed of 3.20 GHz. It has a virtual processor count of 26, operates at a speed of  

3.19 GHz, and is equipped with 200 GB of RAM. Figure 3 shows the architectural data processing flow; 

− CICDDoS2019 input dataset: obtaining the necessary dataset is the initial stage in training, testing, and 

validating the suggested model. 

− Preprocessing: the method of cleaning data involves eliminating characteristics with equal values and also 

eliminating noise from unimportant data [37], [38]. This data-cleaning procedure significantly impacts 

performance since handling the cleaned data will result in less noise and complexity. In selecting features, 

we drop features with an object data type that we consider does not have information important in model 

performance. For missing values and NaN, we use the mean technique to deal with them. 

− Imbalance data: after analyzing the dataset, we found that the dataset was imbalanced and the file 

“LDAP.csv” included three labels: benign, LDAP, and Netbios. For multiclass, we label it [0,1,2]. We 

propose several techniques for imbalanced data solutions, namely ROS, RUS, and class-weight. 

− Data split: following the acquisition of the new dataset, we conducted a partitioning, the dataset is 

partitioned, dedicating 80% to the training set and the remaining 20% to the testing set. The method of data 

splitting is employed to segment the dataset into subsets applicable at distinct stages of the data analysis 

process. Generally, data splits are executed before the training of ML models or the assessment of model 

performance.  

− Model: the framework for extracting knowledge from the dataset we entered is a deep neural network. It 

typically consists of the following three main layers: the input layer is in charge of the data that it receives 

from the dataset. One node typically represents a single dimension or all of the features that are present in 

the dataset. The concealed layer, colloquially known as the hidden layer, serves as the intermediary stratum 

that accepts input data. Conversely, the output layer, positioned as the terminal stratum in the neural 

network architecture, receives the data transmitted from the preceding layer. 

− Evaluation: the prescribed matrix comprises specific criteria that enable the evaluation of the DL model’s 

effectiveness in detecting DDoS attacks. These criteria encompass; i) correctness, representing the model’s 

overall accuracy; ii) precision, indicating the model’s ability to accurately identify instances of assaults;  

iii) recall, characterizing the model’s proficiency in identifying attacks relative to the total number of actual 

assaults; and iv) F-measure, also known as F1-score, serving as a harmonic mean that combines recall and 

accuracy. The mathematical formulations employed for the computation of these metrics are delineated in 

the subsequent equation [39]. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (
𝑇𝑃+ 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁
)  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

( 𝑇𝑃 + 𝐹𝑃 )
  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

( 𝑇𝑃 + 𝐹𝑁 )
  

 

𝐹1 −  𝑆𝑐𝑜𝑟𝑒 =  2 (
Precision x Recall

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
)  

 

Where, TP is true positive, TN is true negative, FP is false positive, and FN is false negative.  

 

 

 
  

Figure 3. Data architecture processes 

 

 

4. RESULTS AND DISCUSSION 

In assessing performance concerning three imbalanced learning techniques specifically, ROS, RUS, 

and class-weight—applied to the multi-classification task. In the outcomes of this experiment, DDoS attacks 

on benign, LDAP, and Netbios tests are systematically employed for multiclassification evaluations to assess 

the proposed performance. Based on the findings and experimental results, most samples demonstrate accurate 

categorization into their respective classes. The observed diagonal positioning of samples suggests an 

enhancement in categorization performance.  

On the contrary, the method’s effectiveness undergoes a significant diminution when applied to a 

multi-classification testing scenario, as elucidated through a comparison of the illustrated results. This 

decrement is evident when subjecting the model to testing across these three specific techniques. This 

observation is further corroborated by the suboptimal performance exhibited by the suggested model in studies 

involving multi-classification contexts.  

Confusion matrix is an evaluation tool used in ML to measure the performance of classification 

models. This matrix presents information about the predictions made by the model compared to the actual 

values in tabular form [39]. The confusion matrix table shows that our model evaluation identified most TP 
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cases, with TP values higher than TN, FP, and FN. Figure 4 shows the model’s ability to differentiate well 

between positive and negative cases in the dataset using the ROS technique. Figures 5 and 6 show the prediction 

errors or the number of examples misclassified to another class. In other words, the off-diagonal values show 

each class’s number of FPs and FNs. Figure 7(a) shows a graph comparing the level of accuracy vs epoch, 

Figure 7(b) shows loss vs epoch, Figure 7(c) shows loss vs epoch, and accuracy vs loss in ROS, Figure 8(a) 

also shows a comparison graph of RUS, accuracy vs epoch, Figure 8(b) shows loss vs epoch, Figure 8(c) shows 

accuracy vs loss, while Figure 9(a) shows a class-weight graph with a comparison of accuracy vs epoch,  

Figure 9(b) shows loss vs epoch, Figure 9(c) shows accuracy vs loss. For the three techniques, namely the 

random ROS, RUS, and class-weight techniques. This shows that the class-weight loss value is lower than that 

of the others and has a high accuracy value. 

 

 

   
   

Figure 4. ROS Figure 5. RUS Figure 6. Class-weight 

 

 

   
(a) (b) (c) 

 

Figure 7. ROS; (a) accuracy vs epoch, (b) loss vs epoch, and (c) accuracy vs loss 

  

  

   
(a) (b) (c) 

 

Figure 8. RUS; (a) accuracy vs epoch, (b) loss vs epoch, and (c) accuracy vs loss 
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(a) (b) (c) 

 

Figure 9. Class-weight; (a) accuracy vs epoch, (b) loss vs epoch, and (c) accuracy vs loss 

 

 

5. CONCLUSION 

From these results, conclusion can be drawn based on the work stages completed in the research. To 

overcome the problem of data imbalance for multiclassification in DDoS attacks with DL, the findings of 

comparing the performance of three imbalanced learning algorithms provide good accuracy performance in all 

three categories, namely benign, LDAP, and Netbios. Our results show that the largest loss value is RUS 

compared to ROS and class-weight, while the smallest loss value is class-weight in the multiclass setting 

regarding resolving unbalanced data and ROS has a better TP value. For future research, techniques such as 

AUC-ROC can be calculated using approaches such as one-vs-one (OvO) or one-vs-all (OvA)) in evaluating 

multiclassification models, with a ML model approach and utilizing all existing features in the dataset without 

having to remove these features.  
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