
TELKOMNIKA Telecommunication Computing Electronics and Control 

Vol. 22, No. 6, December 2024, pp. 1573~1580 

ISSN: 1693-6930, DOI: 10.12928/TELKOMNIKA.v22i6.26163      1573 

 

Journal homepage: http://telkomnika.uad.ac.id 

Utilizing linear regression and random forest models for money 

laundering identification  
  

 

Ammar Odeh, Anas Abu Taleb 
Department of Computer Science, Faculty of King Hussein School of Computing Sciences, Princess Sumaya University of Technology, 

Amman, Jordan 
 

 

Article Info  ABSTRACT  

Article history: 

Received Mar 15, 2024 

Revised Jul 26, 2024 

Accepted Aug 5, 2024 

 

 This paper investigates the effectiveness of traditional machine learning 

techniques, namely linear regression and random forest (RF), in enhancing the 

detection of money laundering (ML) activities within financial systems. As 

ML schemes evolve in complexity, traditional rule-based methods struggle 

with high false favorable rates and a lack of adaptability, prompting the need 

for more sophisticated analytical approaches. In contrast to the complexities 

of deep learning models, this study explores the potential of these more 

accessible machine learning methods in identifying and analyzing suspicious 

transactional patterns. We apply linear regression and RF models to 

transactional data to detect anomalous activities that could indicate ML. Our 

research thoroughly compares these models based on key performance 

metrics such as accuracy, precision, and recall. The findings suggest that while 

less complex than deep learning frameworks, linear regression, and RF 

models offer substantial benefits. They provide a more streamlined, 

interpretable, and efficient alternative to conventional rule-based systems in 

the context of ML detection. This study contributes to the ongoing discourse 

on the application of machine learning in financial crime detection, 

demonstrating the practicality and effectiveness of these methods in a critical 

area of financial security. 
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1. INTRODUCTION 

In the vast and intricate tapestry of global finance, the sinister thread of money laundering (ML) 

weaves a complex pattern, threatening the very fabric of economic stability and governance [1], [2]. ML, the 

process of making illegally gained proceeds appear legal, is not just a financial crime but a critical issue that 

undermines the integrity of financial institutions and the broader economic system. The United Nations Office 

on drugs and crime estimates that the amount of money laundered globally in one year is 2-5% of global gross 

domestic product (GDP), amounting to billions of dollars. This staggering figure highlights the urgent need for 

effective detection and prevention mechanisms [3]-[5]. 

Detecting ML is a formidable challenge due to the sophistication of the methods used by launderers 

and the volume of transactions processed by financial institutions. Traditional approaches, such as rule-based 

systems and threshold settings, are often employed to flag suspicious activities. However, these methods are 

increasingly proving inadequate [6]-[8]. They are often reactive rather than proactive, heavily reliant on known 

patterns, and generate a high volume of false positives, leading to inefficiency and investigative fatigue. 

https://creativecommons.org/licenses/by-sa/4.0/
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Moreover, as money launderers continually refine their tactics, these traditional systems struggle to keep pace, 

lacking the adaptability and sophistication required to counter such an evolving threat [9]-[11]. 

In this complex landscape, the emergence of deep learning, a subset of machine learning characterized 

by its ability to learn from data, represents a beacon of hope [12], [13]. Through their advanced pattern 

recognition capabilities and adaptability, deep learning algorithms offer a powerful tool against the deception 

of ML [14], [15]. Unlike traditional methods, deep learning relies not solely on predefined rules or thresholds. 

Instead, it can analyze vast quantities of data, learning and identifying intricate patterns and anomalies 

indicative of suspicious behavior. This capability not only enhances the detection of known ML schemes but 

also paves the way for identifying new, previously unseen tactics [16]-[18]. However, despite the promise 

shown by deep learning in other domains of fraud detection, its application in anti-money laundering (AML) 

is still in the nascent stages. Most financial institutions are either in the early phases of adopting these 

technologies or are hesitant due to the implementation challenges, including the need for large labeled datasets, 

concerns about explainability, and the complexities of integrating with existing systems [19]-[22]. 

This study addressed the escalating complexity of ML schemes, which traditional rule-based methods 

struggle to detect effectively due to high false positive rates and a lack of adaptability. The relevance of this 

study lies in the critical need to enhance the detection mechanisms within financial systems to combat this 

pervasive financial crime, which significantly undermines the integrity of financial institutions and the broader 

economic system. The research employed linear regression and random forest (RF) models, two traditional 

machine-learning techniques are known for their effectiveness and interpretability in classification tasks. These 

models were applied to transactional data to detect anomalous activities that could indicate ML. The approach 

was to utilize these more accessible machine learning methods to identify and analyze suspicious transactional 

patterns, offering a streamlined and efficient alternative to the complex deep learning frameworks typically 

employed for such tasks. This research aims to bridge this gap by harnessing the power of deep learning to 

bolster the fight against ML.  

− Development of a tailored deep learning framework: the paper introduces a new deep learning framework 

specifically designed for the unique requirements of detecting ML in financial transactions. 

− Extensive comparison of deep learning models: it provides a detailed comparative analysis of various deep 

learning models, evaluating their effectiveness in identifying ML activities. 

− Implications for key stakeholders: the research discusses the potential impacts of these findings for financial 

institutions, policymakers, and technology providers, emphasizing how deep learning can revolutionize 

AML strategies. 

 

 

2. RELATED WORK 

Dalal et al. [23] introduces a supervised machine learning model that classifies transactions into three 

categories: “normal” legal transactions, transactions flagged as suspicious by the bank’s internal systems, and 

potential ML cases reported to authorities. Uniquely, the model focuses on individual transactions rather than 

accounts, utilizing XGBoost to achieve an impressive AUC score of 90.7%. The study underscores the 

importance of including all data, particularly unreported alerts, in the model training process to enhance 

detection capabilities. Leveraging a comprehensive dataset from Norway, the research conducts a time-

validated analysis, ensuring its findings’ practical applicability and relevance. Authentic data confirms that the 

results reflect real-world scenarios, bolstering the study’s credibility and suggestions for refining machine 

learning models within AML investigations. 

The researchers [16], [24] delves into the alarming prevalence of ML activities, especially in the 

context of bitcoin transactions. The research illuminates the staggering amounts involved, with an estimated 

$800 billion to $2 trillion laundered annually, and highlights the significant portion attributed to 

cryptocurrencies. Recognizing the inadequacies of existing preventive measures, the study advocates for 

deploying advanced technologies, including deep and machine learning techniques, to develop more effective 

identification and prevention strategies. Employing the bitcoin elliptic dataset, the research evaluates an array 

of machine learning models, including deep neural network (DNN), RF, K-nearest neighbors (KNN), and naive 

Bayes (NB). Among these, DNN and RF emerge as top performers, with RF notably excelling in reducing false 

positives and achieving a remarkable F1-score of 0.99%. The RF model’s effectiveness is attributed to its adept 

handling of unbalanced datasets, while the DNN model closely follows with a commendable F1 score of 0.98. 

The study’s results advocate for the strategic application of sophisticated machine learning algorithms to 

combat ML in cryptocurrencies, highlighting the importance of minimizing false positives to ensure the 

practicality and effectiveness of AML policies. The research calls for continuous innovation and collaboration 

among governments, financial entities, and technology experts to forge robust and adaptive strategies against 

the ever-evolving landscape of financial crimes. 
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The central focus is to enhance the precision of AML alert systems through supervised machine 

learning techniques [25], [26]. The study introduces a triage model as part of the machine learning component, 

designed to process and score alerts generated by predefined rules. This model allows for the suppression of 

low-scoring alerts or the prioritization of the alert queue based on these scores, thereby maintaining the 

system’s transparency through rule-based alert generation. Among its notable contributions, the paper 

introduces the triage model as a novel approach to reduce false positives or prioritize true positives in AML 

alert processing. It identifies and utilizes specific features to capture entity behavior and relationships in the 

AML domain, focusing on entity-centric and graph-based characteristics. These include innovative degree-

based features and a modified version of GuiltWalker features tailored for delayed labeling scenarios. The 

paper demonstrates an effective method for graph construction while maintaining memory efficiency for 

legitimate entities. Evaluated using a real-world banking dataset in an alert suppression scenario, the system 

shows a significant reduction of 80% in false positives while ensuring over 90% of true positives are detected. 

The researchers [27], [28] investigates the application of machine learning techniques in identifying 

companies involved in ML, with a particular emphasis on data preprocessing and classification methodologies. 

The study addresses preprocessing techniques, including informative feature selection and categorical feature 

encoding. It provides an in-depth analysis of classification methods, particularly ensemble machine learning 

techniques, optimal hyperparameter selection algorithms, and model quality assessment methods. It highlights 

the importance of AML and countering the financing of terrorism (AML/CFT) measures during the account 

opening phase for organizations. The research explores integrating various categorical feature transformation 

techniques and applying cross-validation methods to model this task. The study presents TargetEncoder with 

double cross-validation as a valuable approach, noting that the boosting-gradient  algorithm surpasses decision 

trees in predictive quality. The trained model is adept at identifying organizations prone to ML and terrorist 

financing (ML/TF) activities, and the paper discusses the quality of hyperparameter selection, focusing on 

swiftly identifying optimal sets through Python libraries like hyperopic and optional. The practical application 

of the study’s findings is underscored by developing a Python-based software tool capable of early detection 

of organizations susceptible to ML, offering insightful recommendations to enhance compliance control 

procedures. 

 

 

3. METHOD 

Figure 1 outlines the methodo for detecting ML using machine learning. The process begins with data 

collection  and rigorous data cleaning to ensure data quality. Feature engineering is then performed to extract 

meaningful indicators from the financial transactions. Data balancing techniques are applied to combat the 

challenge of imbalanced classes. The s core’method  lies in the model selection phase, where linear regression 

and RF models are developed and trained. Finally, the performance of these models is evaluated using metrics 

such as accuracy, recall, precision, and F-measure to determine their effectiveness in identifying fraudulent 

transactions. This methodological framework aims to enhance the detection capabilities of financial systems 

against ML activities. 

 

 

 
 

Figure 1. The block diagram for the proposed algorithm 
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3.1.  Data collection and preparation 

The initial phase of our method involves collecting transactional data from financial institutions. This 

dataset includes attributes such as transaction amounts, dates, account types, and other relevant metadata. The 

primary challenge is the sensitive nature of financial data, requiring strict compliance with data privacy 

regulations. 

 

3.2.  Data cleaning 

Data cleaning is crucial to ensure the quality and reliability of the ML models. This step includes 

handling missing values, correcting errors, and removing duplicates. We employ techniques like imputation 

for missing data and anomaly detection methods to identify and rectify inconsistencies in the dataset. 

 

3.3.  Feature engineering 

Feature engineering enhances the ML model’s performance by transforming raw data into a more 

suitable format. We extract meaningful features from transactional data, considering transaction frequency, 

amount patterns, and historical account behavior. The goal is to encapsulate behavioral patterns that might 

indicate suspicious activities. 

 

3.4.  Data balancing 

A significant challenge in fraud detection is the imbalanced nature of datasets, where legitimate 

transactions vastly outnumber fraudulent ones. To address this, we apply data balancing techniques. For 

instance, oversampling methods like synthetic minority over-sampling technique (SMOTE) [29] or under-

sampling techniques ensure that the models are not biased toward the majority class. 

 

3.5.  Model selection 

Linear regression and RF models are selected due to their efficacy and clarity in classification roles. 

Linear regression, while straightforward, offers significant insights into how various features correlate with the 

probability of a transaction being fraudulent. Conversely, RF, which is a type of ensemble learning, is 

acclaimed for its precision, capacity to manage voluminous datasets with complex features, and resilience 

against overfitting. These characteristics make RF particularly valuable for analyzing diverse and intricate data 

without losing predictive accuracy, thus ensuring robustness in detecting fraudulent activities. 

 

3.6.  Model training and validation 

The dataset is split into training and testing subsets, ensuring a representative distribution of classes 

in both. The models are trained on the training set, where they learn to distinguish between legitimate and 

suspicious transactions. Model validation is performed using cross-validation, which helps assess the model’s 

effectiveness and generalization capability. 

 

3.7.  Performance evaluation 

The models are evaluated based on several key metrics relevant to anomaly detection tasks, including 

accuracy, precision, recall, and F1-score. Accuracy measures the overall effectiveness of the model by 

calculating the percentage of correctly classified instances out of all instances. The F1-score, on the other hand, 

is the harmonic mean of precision and recall, offering a balanced evaluation when both false positives and false 

negatives are important. Precision and recall are particularly crucial, as they balance the trade-off between 

identifying as many suspicious transactions as possible (recall) and maintaining a low rate of false positives 

(precision). 

 

3.8.  Comparative analysis 

A comparative analysis of linear regression and RF is conducted to determine their relative strengths 

and weaknesses in detecting ML. Linear regression is valued for its simplicity and interpretability, making it 

easier to understand how different variables influence the model’s predictions. On the other hand, RF offers 

higher predictive power by combining multiple decision trees, though it is less interpretable. This analysis also 

highlights the importance of interpretability in financial applications, where understanding model decisions is 

crucial for regulatory compliance and trust. 

 

 

4. RESULTS 

This process ensures that the dataset is balanced concerning the class distribution, which is a crucial 

step in preparing data for machine learning models, especially when dealing with imbalanced datasets that 

could bias the model’s performance. Figure 2 appears to be a bar chart representing the number of transactions 
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categorized as “Fraud” and “Not Fraud.” There are two bars: the blue bar corresponds to “Not Fraud” 

transactions and the red bar represents “Fraud” transactions. Both bars reach the 1000 mark on the y-axis, 

indicating the number of transactions. The x-axis is labeled with “Class (0: Not Fraud, 1: Fraud)” to indicate 

that ‘0’ stands for transactions that are not fraudulent and ‘1’ stands for fraudulent transactions. This chart 

suggests that the dataset has been balanced to have an equal number of instances in each class, with 1000 

transactions for both fraud and not fraud categories. This visualization is useful for quickly understanding the 

distribution of courses within the dataset after the balancing process described in the code. 
 
 

 
 

Figure 2. The generated balance dataset 
 

 

Figure 3 is a heatmap of a correlation matrix, a graphical representation of the correlation coefficients 

between variables in a dataset. Each square shows the correlation between the variables on each axis. 

Correlations range from -1 to +1, with +1 meaning a perfect positive correlation, -1 representing a perfect 

negative correlation, and 0 indicating no correlation. 
 

 

 
 

Figure 3. Heatmap correlation matrix 
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The colors in the heatmap range from red to blue, with red indicating a higher positive correlation and 

blue indicating a higher negative correlation. Lighter colors suggest weaker correlations (closer to 0). In 

determining the importance of features for predicting fraud, those with higher absolute correlation values with 

“isFraud” could be considered more informative. In this heatmap, “step,” “amount,” and “newbalanceOrig” 

seem to be the most significant features of “fraud.” However, it’s essential to note that correlation does not 

imply causation and further analysis would be necessary to determine the actual predictive power of these 

features. Figure 4 provides a visual representation of the four possible outcomes in a binary classification 

system, commonly used in statistical modeling and machine learning. 

 

  

 
 

Figure 4. Confusion matrix 

 

 

The measures we used are calculated using (1)-(3). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
  (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
  (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
  (3) 

 

Figure 5 displays a bar chart comparing the performance of two machine learning models, RF, and 

logistic regression (LR). On a subset of evaluation metrics: accuracy, precision, recall, and F1 score. The 

metrics are on the x-axis, and the corresponding values are on the y-axis, which ranges from 0 to 1, as these 

metrics are typically between these values. 

 

 

 
 

Figure 5. Compare between LR and RF 
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Each metric has two adjacent bars, one for RF (in blue) and one for LR (in orange), allowing for an 

easy comparison between the two models on each metric. The values of the metrics are displayed the respective 

bars, indicating the performance scores for each model. 

− Accuracy: the RF model has an accuracy of approximately 0.95, while the LR model has an accuracy of 

roughly 0.9317. 

− Precision: RF shows a precision of approximately 0.9663, and LR offers an accuracy of around 0.908. 

− Recall: RF has a recall of about 0.9349, slightly less than its precision, while LR has a recall of 

approximately 0.9642, higher than its precision. 

− F1 score: the F1 score for RF is approximately 0.95, and for LR, it’s roughly 0.932. 

The bar chart effectively illustrates that the RF model outperforms the LR model in accuracy, 

precision, and F1 score, while the LR model has a slightly higher recall score than the RF model. This 

visualization helps assess which model performs better according to each specific metric. The study’s findings 

revealed that while linear regression and RF models are less complex than deep learning frameworks, they still 

offer substantial benefits in the detection of ML. The comparative analysis of these models based on key 

performance metrics such as accuracy, precision, and recall demonstrated their practical effectiveness in 

identifying. 

 

 

5. CONCLUSION  

This paper has presented a comprehensive analysis of the application of linear regression and RF 

models in identifying ML activities. Through methodical data preprocessing, feature selection, and model 

training, we have demonstrated that machine learning can significantly enhance the detection of fraudulent 

transactions in large datasets. Our results indicate that the RF model outperforms linear regression in terms of 

accuracy, precision, and F1 score, suggesting that the former is better suited for this classification task. The 

robust nature of RF in handling the non-linear and complex patterns typically associated with ML activities 

accounts for its superior performance. 

Furthermore, the recall metric highlighted the sensitivity of the LR model, underscoring its potential 

utility in scenarios where capturing as many fraudulent transactions as possible is critical, even at the expense 

of increasing false positives. This research significantly contributes to the ongoing discourse on the application 

of machine learning in financial crime detection. It demonstrates the practicality and effectiveness of linear 

regression and RF models as potent tools for enhancing the detection capabilities of financial systems against 

ML activities, thus providing a valuable resource for financial institutions aiming to bolster their defenses 

against such sophisticated crimes. 
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