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 Realizing seamless collaboration between humans and robots in shared 

workspaces requires advanced systems that can ensure safety and efficiency 

while considering the inherent unpredictability of human movement. This 

paper proposes a system that integrates mixed reality (MR) and robotics 

through a unified coordinate system to facilitate real-time interaction and 

collaboration. By leveraging a MR interface, human collaborators can 

visualize and interact with the projected paths of the robotic arms, thereby 

enhancing both spatial awareness and task coordination. The proposed 

system adapts the robot’s movement path dynamically using the Voronoi 

diagram algorithm to modify trajectories in response to the detection of a 

human hand within a predefined caution zone. This mechanism reduces the 

risk of collisions, which ensures safer collaborative environments. The 

proposed system’s ability to exchange motion information between the 

operator and the robot supports real-time adjustments and promotes an 

intuitive and efficient collaborative experience. Our findings suggest that 

integrating MR technology in human–robot collaboration systems can 

improve safety protocols and operational fluidity dramatically, thereby 

representing a significant step forward in the development of safe, efficient, 

and effective interactive robot systems. 
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1. INTRODUCTION 

Industrial robots have revolutionized manufacturing processes by offering high precision and 

efficiency in repetitive tasks within environments that are distinctly isolated from human intervention. Such 

robots, which are designed for specific functions, e.g., assembling cars in factories, have marked the initial 

steps toward automated productivity. However, as technology has evolved, the deployment of robots has also 

been extended beyond industrial settings into human social spaces, e.g., homes, offices, hospitals, shopping 

malls, and airports. The advancements in artificial intelligence (AI) and machine learning have opened the 

path for robots to not only interpret human needs and intentions with increased accuracy but also predict 

them, thus facilitating smoother and more intuitive human-robot collaboration (HRC) [1], [2]. This shift has 

broadened the scope of robotics and introduced the complex dynamics of human–robot interaction (HRI), 

which has become an essential field of study [3]. The evolution of robotics enables the adaptation to human 

emotions, the recognition of social cues, and participation in more complex forms of cooperation. As a result, 

robots are becoming empathetic companions and collaborators, effectively functioning in various 

environments. This transition towards intelligent robots unveils new possibilities for personalized assistance, 

healthcare, education, and companionship, leading towards a truly integrated human-robot ecosystem. 

https://creativecommons.org/licenses/by-sa/4.0/
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Researchers have focused increasingly on how HRI can be optimized to enhance collaborative efforts, safety, 

and mutual understanding between humans and robots [4], [5]. 

The progression from segregated to integrated environments in which humans and robots can 

coexist and collaborate has necessitated a nuanced and extensive understanding of shared spaces. Such 

collaborations require more than just physical proximity; they demand exchanges of positional information, 

recognition of mutual presence, and safe and effective task execution [6], [7]. The complexity of HRC can be 

categorized into four distinct levels: i) a shared workspace without shared tasks, ii) shared workspace and 

tasks without physical interaction, iii) shared workspace and tasks with occasional “handing-over” 

interactions, and iv) shared workspace with direct physical task collaboration [8]. These classifications 

underscore the increasing need for robots to navigate shared spaces and interpret human intentions and 

movements to ensure a synergistic relationship that is conducive to both productivity and safety. 

Furthermore, recent advancements in AI have enabled robots to interpret and predict human intentions and 

behaviors with increased precision, facilitating natural communication and decision-making mechanisms 

during interaction processes [9], [10]. This technological integration plays a crucial role in allowing robots to 

adjust and improve collaboration with human partners in real-time, providing a highly customized user 

experience. 

Historically, the HRC concept has been explored through teleoperation, where human operators 

control robots remotely, particularly in scenarios deemed too hazardous for direct human involvement. This 

method has played a pivotal role in various fields and operations, e.g., disaster recovery, where robots can 

traverse through dangerous terrain under human guidance. The advent of virtual reality and augmented 

reality (AR) technologies have further bridged the gap, enabling more intuitive remote control of robots by 

providing operators with a immersive visual representation of the robot’s environment [11]. In addition, other 

technologies, e.g., simultaneous localization and mapping, coupled with sensory inputs from devices, e.g., 

light detection and ranging or depth sensors, have enabled the creation of dynamic three-dimensional (3D) 

maps, which has facilitated precise control over robotic actions in virtualized real-world settings [12]. Among 

the scope of technologies to enhance HRC, AR is particularly transformative because it provides a real-time 

overlay of virtual information onto the physical world, and this convergence of digital and physical realities 

has improved the spatial awareness and interactive capabilities between humans and robots considerably  

[13], [14]. The real-time computational power of AI further enriches this interaction by predicting and 

visualizing the robot’s movement paths, which allows human collaborators to adapt their actions effectively, 

thereby ensuring harmonious and efficient collaborative processes [15]. 

The application of AR technology in the manufacturing sector is revolutionizing production line 

efficiency and worker safety [16]. For example, through AR, employees can visualize the operational status 

of complex machinery in real-time or follow maintenance procedures step by step. This is particularly 

effective in reducing time and costs associated with training new employees. Additionally, equipment 

adjustment guides utilizing AR minimize errors in processes requiring precision work and facilitate 

collaboration in the product design and prototype review process by overlaying virtual models onto the real 

environment, thereby shortening the development cycle [17], [18]. Thus, AR supports decision-making and 

enhances worker interactions at various stages in manufacturing, opening up new possibilities beyond 

traditional manufacturing methods. 

Existing technologies operate by prioritizing human safety, allowing robots to avoid contact with 

workers by predicting human movements. However, while advancements in AI enable robots to anticipate 

human actions, humans cannot predict robot movements. This paper proposes a study to facilitate HRC by 

integrating mixed reality (MR) technology with the Microsoft HoloLens 2 device. Through MR, humans can 

visualize the robot’s movement path, allowing them to avoid disrupting the robot’s tasks. Traditional human 

safety-centered collaboration systems prioritize human safety, which may decrease robotic task efficiency. In 

contrast, a human-robot interaction (HRI) system that emphasizes mutual collaboration enables both safety 

and operational efficiency by minimizing interference between human and robot movements. Additionally, 

the system anticipates spatial dynamics in a shared environment and dynamically adjusts the robot’s 

trajectory based on human activity to mitigate potential collisions and coordinate tasks. By bridging the gap 

between human intent and robot actions through MR, this study aims to promote safer, more intuitive, and 

productive HRC, marking a significant step forward in the HRI field. 

In section 2, this paper examines the use of MR technology, specifically through Microsoft 

HoloLens 2, to enable advanced collaboration between humans and robots, highlighting the integration of 

virtual and physical worlds for enhanced interaction. Section 3 focuses on the implementation and evaluation 

of the proposed MR-based system, showcasing its potential to improve safety, efficiency, and intuitive 

communication in HRC. Section 4 the conclusion underscores the significant impact of integrating MR with 

robotics on the future of collaborative tasks, emphasizing the need for further research on path planning and 

collision avoidance to expand the technology’s applicability and responsiveness in dynamic environments.  
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2. MIXED REALITY SYSTEM 

MR bridges the gap between the real and virtual worlds by creating environments where physical 

and digital elements coexist and interact in real time. AR, a subset of MR, enhances the user’s perception by 

overlaying virtual information onto their real-world view, which can be achieved using various devices, 

including desktop computers, handheld tablets, and head-mounted displays e.g., the Google Glass and 

Microsoft HoloLens devices [19]. These technologies analyze the physical environment to place virtual 

objects accurately, thereby enriching numerous applications in various fields, e.g., education, design, 

healthcare, entertainment, and robotic collaboration [20], [21]. 

As mentioned previously, AR enriches the user’s perception by overlaying additional information 

on the objects or locations they observe; however, MR extends these capabilities by integrating virtual 

information with changes in the physical world [22]. This integration has applications across various sectors, 

e.g., education, design, healthcare, entertainment, and robotics collaboration research [23], [24]. The essence 

of MR lies in its ability to merge the physical and virtual worlds seamlessly, thereby facilitating real-time 

information exchange, which ensures that virtual data overlay and interact with the physical environment, 

thereby creating a unified experience where users perceive a blended reality. MR technology enables the 

projection of virtual information onto real objects, which allows users to visualize and predict robot 

movements accurately, thereby enhancing safety and collaboration in robotics [25]. Using MR displays and 

hand interfaces, users can specify a robot’s destination and trajectory to avoid obstacles, which ensures 

efficient task execution while avoiding collisions [26]. 

As shown in Figure 1, the proposed system integrates an MR system, a robot control system, and a 

network server. The application of HoloLens 2 and network server system developed were implemented 

utilizing the unity game engine. Unity game engine serves as a powerful development platform offering 

complex 3D environment construction and real-time data processing capabilities, essential for realizing 

advanced interactions such as user hand position recognition. This allowed developers to more easily 

implement high levels of interaction within the MR environment and real-time network communications. 
 
 

 
 

Figure 1. Structure of the MR collaboration system 
 

 

Here, the HoloLens 2 is central to the MR system. The HoloLens 2 is a sophisticated MR device that 

seamlessly integrates a CPU, GPU, headphones, and a network module for comprehensive functionality. The 

HoloLens 2 also uses a depth sensor to map the observed environment and create MR space based on a 

spatial coordinate system, which allows the HoloLens 2 to track the user’s hand movements and recognize 

gestures accurately, thereby realizing intuitive command execution. 

Two key elements exist in the physical environment, i.e., the robotic arm and the human hand. The 

trajectory of the robotic arm is represented in the physical environment. The HoloLens 2 and both hands 

tracked by HoloLens 2 exist in the MR environment. To realize effective integration of the physical and 

virtual environments, the HoloLens 2 (worn by the operator) functions as a pivotal interface. This 

configuration involves aligning the HoloLens 2’s coordinate system with that of the robot’s to facilitate 

effective spatial synchronization, as shown in Figure 2. This alignment is crucial to ensure that movements in 

the physical space are mirrored accurately and interacted with in the MR environment, which enables precise 

control and collaboration between the human operators and robotic systems. 

The robotic arm operates in the physical world coordinate system, denoted 𝐶𝑃𝑊, and the HoloLens 2 

employs its distinct virtual coordinate system 𝐶𝐻 positions of the human hands, as tracked by the HoloLens 2, 

are represented in this virtual coordinate system 𝐶𝐻. To prevent collisions between the robotic arm and the 

operator’s hands, their positions must be reconciled within a unified coordinate system, which necessitates 
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the definition of a mixed world coordinate system 𝐶𝑀𝑊  (denoted where the HoloLens 2 anchor function 

aligns the MR environment with the anchor’s physical coordinates). Following an environmental scan with 

the HoloLens 2, the user manually sets the anchor’s position and orientation to ensure that the virtual and 

physical coordinate systems are aligned through a calibration process. This integration allows the proposed 

MR collaboration system to convert and interpret the HoloLens 2 device’s positional data in the context of 

the mixed world coordinate system. Communication between the HoloLens 2 and the robot control computer 

is critical to coordinate movements and ensure safety. The position data of the use’s hands (captured by the 

HoloLens 2) are transmitted to the robot control computer, which then returns the robot’s planned movement 

path to the MR interface. This interactive process allows the user to monitor and adjust to the robot’s 

trajectory visually in real time, thereby preventing potential collisions. 
 

 

 
 

Figure 2. Coordination of the MR collaboration system 
 

 

The network server manages and stores the positional data of the user’s hands in the MR system and 

the current and projected movements of the robotic arm’s gripper. This server implements web-based HTTP 

communication to ensure seamless integration across the systems. Using the “UnityWebRequest.Post()” 

function, the hand position data from the HoloLens are uploaded periodically to the network server. 

Similarly, the robot control system regularly updates the server with the robotic arm’s location and intended 

path. When the robotic arm’s ID is specified in a “UnityWebRequest.Get()” request to the network server, 

the server responds with the relevant position and 3D spatial data, which is then conveyed to the HoloLens 2. 

This mechanism allows the robot control system to adjust its operations based on the user’s hand positions, 

enhancing collaborative safety and efficiency. Data exchange between the server and the systems is 

facilitated using JSON format, enabling straightforward parsing and utilization of numerical data for both the 

MR and robot control systems. 

  

 

3. HUMAN–ROBOT COLLABORATION 

The 3D collaboration system integrates the HoloLens 2 with the robotic mechanisms in a defined 

space. Using the HoloLens 2, users can control the robot’s actions in the operational environment. The 

proposed system employs inverse kinematics to calculate the robot arm’s joint angles, which allows it to 

move to predetermined positions. The movement trajectory of the robot arm, including the sequence by 

which the gripper accesses these positions, is calculated and then visualized on the HoloLens 2, thereby 

addressing safety concerns inherent in real-time collaboration systems. When a potential collision is detected, 

which is indicated by the hand position recognized by HoloLens 2, the system recalculates the robot’s path 

dynamically to ensure task continuation without incident. 

In a shared environment where humans and robots coexist, the inherent variability in human 

movement means that individuals cannot replicate the precise movements or timing of a robot. Thus, the 

robots must adapt to the unpredictable nature of human motion to ensure safe collaborations. Robots are 

equipped with sensors that can be used to track and anticipate human movements; however, it is difficult for 

humans to predict the robot’s actions. AR technology addresses this issue by integrating and visualizing both 

the robot’s actual movement and its projected trajectory, which necessitates the real-time exchange of 

physical and virtual information to align the robot’s position and operational environment with the virtual 

environment’s coordinate system. Thus, the movement path of the robot arm is transmitted and visualized in 

real time, which enables the human operator to verify the amalgamation of the physical robot and its 

trajectory through the HoloLens 2, as shown in Figure 3.  
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Figure 3. Augmented robot visualization in MR environment 
 

 

The HoloLens 2 recognizes the position of the user’s hand in the virtual environment’s coordinate 

system, and when this information is relayed to the robot system, robot control system promptly recalculates 

the spatial path of robot arm to ensure safety by adjusting the spatial path to avoid collisions with humans or 

halt operations as required. A robotic system designed for human collaboration is detailed with a structure 

diagram in Figure 4. This system allows an the operator to sequentially establish the robot arm’s destination 

and operation mode tailored to for specific tasks. Initially, the system assesses if whether the robot arm’s 

intended position falls within its operational capacity, which is followed by the calculation of the calculating 

the required necessary movement trajectory. The operational range of the robot arm is predefined by its 

technical specifications, and a reachability test module evaluates if whether the operator’s commands can be 

executed within this range in (1). Utilizing the HoloLens 2, the operators can visually confirm that their the 

designated target positions lie within the robot arm’s capabilities. Commands that fit within the operational 

space are deemed executable, while and commands that are beyond the operational space are considered 

unfeasible. This process ensures that tasks are assigned based on the practical reachability and movement 

potential of the robot arm, which optimizes efficiency and feasibility in collaborative human–robot scenarios. 
 
 

 
  

Figure 4. Robot arm operation 
 

 

𝑅𝑒𝑎𝑐ℎ𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑇𝑒𝑠𝑡 =  {
𝑇𝑟𝑢𝑒 (𝑃(𝑅𝑜𝑏𝑜𝑡)𝑆𝑡𝑎𝑟𝑡, 𝑃(𝑅𝑜𝑏𝑜𝑡)𝐸𝑛𝑑) ∈ 𝑤𝑜𝑟𝑘𝑠𝑝𝑎𝑐𝑒
𝐹𝑎𝑙𝑠𝑒 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (1) 

 

If the reachability test is successful, the robot control system forwards the command to the robot 

arm; otherwise, the robot control system prompts the operator to adjust the operation. Based on the operator’s 

instructions, the system devises a movement path for the robot arm, which is then activated to follow this 
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designated path. Note that the path generation process utilizes inverse kinematics to calculate the route from 

the starting point to the targeted location. In addition, in the robot control system, entering a work loop 

triggers the robotic arm to execute the specified task repetitively.  

However, when operating in a shared space with humans, the human body can intersect the robot’s 

path in various situations. Thus, to realize sufficient safety, if a person is detected within the operational 

pathway, the robot arm either halts or recalculates its trajectory based on the person’s location and the 

proximity to the robot’s moving parts. Movement commands are issued to the robot arm, and the AR system 

monitors the position of the user’s hands. If the operator’s hand enter a potentially hazardous area along the 

robot arm’s path, the system either stops the arm’s movement or generates an alternative route to avoid 

contact. The robot system then either completes the task as instructed or repeats the process as required, 

thereby ensuring both task efficiency and safety. 

The path regeneration method utilizes the Voronoi diagram algorithm to modify the trajectory. 

Typically, humans use both arms for tasks; thus, the directions of the arms are represented as vectors. The new 

path is then recalculated on a plane perpendicular to the arm’s direction. Here, the Voronoi diagram algorithm is 

applied with five key points, i.e., the starting point, the endpoint, the intersection point with the human arm, and 

two boundary points representing the limits of the robot’s movement perpendicular to the initial path. As shown 

in Figure 5, this process generates a new path along the diagram’s boundary. When two potential paths emerge, 

the path more distant from the human arm is selected to ensure safety and efficiency. 
 
 

 
 

Figure 5. Dynamic spatial path generation using Voronoi diagram algorithm 

 

 

4. CONCLUSION 

This paper has introduced a human–robot collaboration system that integrates MR technology to 

address safety challenges in HRI. The proposed system enhances collaboration by enabling users to visualize 

the robot’s trajectory, thereby allowing the users to predict the robot’s movements and coordinate their 

actions in a shared space. Integrating MR technology with advanced path planning algorithms represents a 

significant step forward in the field of HRC. This improves both safety and efficiency, and it opens up new 

possibilities for collaborative tasks that were previously too risky or complex. These results suggest that 

combining MR with real-time path adjustment algorithms can significantly contribute to enhancing the 

intuitiveness and safety of HRI. 

Previous studies have focused on ensuring the safety of human-centered HRI by using sensors 

installed on robots to detect human movements, thus enabling safe collaboration. This study goes beyond that 

scope by emphasizing a bidirectional HRI that allows users to view the robot’s movements and anticipated 

trajectory, facilitating real-time adjustments to the robot’s path to enhance efficiency while ensuring human 

safety. This system has the advantage of recognizing human hand movements in real time and dynamically 

adjusting the path, thereby enhancing safety while maintaining operational efficiency. 

Future research will focus on further improving the responsiveness and accuracy of the proposed 

system and enhancing collaboration stability and efficiency through the use of more sophisticated path 

planning and collision avoidance algorithms. The primary objective of this study is to establish an integrated 

environment where humans and robots can collaborate harmoniously, thereby presenting potential 

applications across various fields, such as personalized assistance, healthcare, and education. This study 

provides a foundation for advancing the collaborative relationship between humans and robots, serving as a 

basis for future research on real-time decision-making and behavior prediction technologies. 
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