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 This study evaluates internet control message protocol (ICMP) flood 

detection and mitigation in software-defined networks (SDN) using an SDN 

architecture with sFlow-RT for real-time traffic monitoring. OpenFlow 

switches and sFlow agents detect malicious patterns, following the prepare, 

plan, design, implement, operate, optimize (PPDIOO) methodology. Unlike 

prior approaches, this system leverages SDN programmability and sFlow-

RT’s real-time analytics to reduce ICMP packets from 311,130.2 to 99 and 

latency by 80%, outperforming traditional methods in speed and 

responsiveness. It ensures network availability, with practical benefits for 

large-scale networks like internet service providers (ISPs). However, sFlow 

sampling rates may affect accuracy in high-speed networks, and a single 

OpenDaylight (ODL) controller limits generalizability. Future work should 

test alternative controllers and extend to other DDoS types like user 

datagram protocol (UDP) floods in diverse topologies. 
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1. INTRODUCTION 

The rapid development of the internet increases the need for network security, especially against 

distributed denial-of-service (DDoS) attacks such as internet control message protocol (ICMP) floods that 

disrupt service availability. Computer networks continue to evolve rapidly, with the internet being a major 

driver of this growth. As of 2021, there were 5.38 billion internet users globally, reflecting a 67.9% growth 

rate. In Indonesia, this number was projected to reach 212 million by 2022, marking a 76.3% increase [1]. 

Effective network management is essential to ensure high availability and security. One critical aspect of risk 

assessment is evaluating the impact of potential counterattacks, particularly in mitigating DDoS attacks. 

DDoS attacks exploit architectural weaknesses in network security, particularly the separation of 

data and control planes, as noted by Sangodoyin et al. [2]. These attacks disrupt legitimate access to network 

resources, causing significant delays. This study examines DoS attack impacts on software-defined networks 

(SDNs) using Mininet, OpenDaylight (ODL), and network measurement tools like iPerf and ping. It 

specifically targets ICMP flood attacks on OpenFlow-connected user datagram protocol (UDP) and 

transmission control protocol (TCP) servers, where simulations show a 26,300% increase in jitter and a 
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37.5% drop in network throughput [2], [3]. We further extend this study by testing ICMP flood mitigation on 

a complex campus network topology. 

The proposed ICMP flood detection and mitigation system integrates SDN and sFlow-RT to 

counteract DDoS attacks effectively [3], [4]. The exponential growth in internet traffic has made network 

security a pressing issue. ICMP flood attacks, in particular, present a significant threat by overwhelming 

network resources and causing severe disruptions [5]. Traditional security mechanisms often struggle with 

SDN’s control data plane separation, resulting in inefficient detection and mitigation [6]. 

This research aims to develop a real-time, scalable ICMP flood detection and mitigation system using 

SDN and sFlow-RT. By leveraging SDN’s centralized control and sFlow-RT’s traffic monitoring capabilities, 

our approach enhances detection speed, minimizes attack impact, and improves network performance [7], [8]. 

Our implementation focuses on deploying OpenFlow switches within an SDN framework to dynamically 

identify and mitigate ICMP flood attacks. 

 

 

2. RELATED WORK 

Existing research has explored various strategies for mitigating DDoS attacks, particularly ICMP 

flood assaults. Liu et al. [9] proposed an intelligent framework for real-time mitigation of DDoS attacks, 

including TCP synchronize (SYN), UDP, and ICMP flood. This framework learns attack traffic patterns and 

effectively limits malicious flows. However, our study focuses solely on ICMP flood and employs sFlow as a 

detection trigger instead of the proposed framework. 

Samta and Sood examined DDoS attacks in SDN environments, comparing traditional networks 

with SDN-based networks. Their findings indicate that SDNs perform better under attack conditions [10]. 

Rather than making direct comparisons, our study replicates a campus network using SDN-based tools to 

analyze mitigation effectiveness. Several studies have investigated DDoS attacks, including SYN flood, UDP 

flood, and ICMP flood [11]-[13]. These attacks are typically generated using hping3 and analyzed via ping 

and iPerf. Machine learning approaches, such as decision trees and logistic regression, have been used to 

classify attack traffic [14]. Unlike dataset-driven approaches, our research employs SDN-based mitigation 

techniques. 

Other works have focused on identifying critical DDoS attack features in SDN environments [15]. 

Studies using Mininet-generated datasets highlight key traffic attributes for attack detection, including TCP, 

UDP, and ICMP traffic [16]. Feature selection methods indicate that packet count is the most significant 

metric for detecting DDoS threats in SDNs [17]-[19]. Our study focuses specifically on ICMP flood 

mitigation using modified SDN switches. Sainz et al. [20] explored SDN-based security in industrial 

networks through small-scale experiments involving packet payload modifications and ICMP flooding. Their 

findings suggest potential scalability issues, necessitating further research. Gao et al. [21] proposed an 

efficient and low-cost defense (ELD) mechanism for TCP SYN, UDP, and ICMP flood mitigation. ELD 

reduces the computational burden on controllers and differentiates attack traffic from legitimate flows [22]. 

Our study, however, relies on sFlow and fictitious routers instead of ELD. 

Xiao et al. [23] introduced a back-propagation neural network (BPNN) approach for DDoS 

detection in SDNs, showing improved accuracy and reduced detection time compared to K-means 

algorithms. Our research applies a different strategy by designing an SDN-based architectural solution 

implemented on OpenFlow switches. Unlike prior studies that broadly address DDoS mitigation, our research 

specifically targets ICMP flood attacks, utilizing real-time traffic monitoring with sFlow-RT. The integration 

of sFlow-RT with OpenFlow-based SDN controllers allows for dynamic mitigation while minimizing 

resource overhead [5], [9], [10]. 

 

 

3. PROBLEM STATEMENT 

This study addresses ICMP flood attacks in SDN environments using sFlow for traffic monitoring 

and OpenFlow switches for mitigation. Following the prepare, plan, design, implement, operate, optimize 

(PPDIOO) life cycle [24], the system leverages sFlow for continuous traffic analysis via agents and collectors 

[25], while software-based OpenFlow switches (e.g., modified TP-Link devices) support dynamic control 

[26]. In our test topology, modeled after a campus network in Yogyakarta, Indonesia, with a fake router as a 

gateway [27], ICMP traffic surges reached 423.67 MB, degrading availability. This research develops an 

SDN-based ICMP flood detection and mitigation system using sFlow-RT, enhancing real-time threat 

response while maintaining network performance. 
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4. RESEARCH METHOD 

To verify the improved results of implementing ICMP Flood detection with SDN and sFlow-RT, we 

conducted experiments on our test topology implemented on our prepared devices. In this section, we first set 

up a software-based OpenFlow switch. Then, we simulate the actual topology on the test topology. Finally, 

we analyze the experimental results. 

 

4.1.  OpenFlow switch prototyping 

To implement the SDN architecture, we modified a TP-Link TL-WR1043ND switch to support the 

OpenFlow protocol via firmware updates or manual flashing, as detailed in prior work [26]. An sFlow agent 

was integrated into the switch for continuous traffic monitoring, with data sent to an sFlow collector for real- 

time analysis (Figure 1) [28]. Controlled by ODL, this setup combines sFlow and OpenFlow to enable 

effective traffic monitoring and control, forming the basis of our ICMP flood detection and mitigation 

system. The system dynamically analyzes incoming packets, updating flow tables to mitigate attacks when 

traffic exceeds predefined thresholds. 

 

 

 
 

Figure 1. Test network topology 

 

 

4.2.  OpenFlow switch prototyping 

To test and evaluate the system’s capacity to identify an intrusion or attack conducted via a 

computer network on the target computer and determine how a software-defined network can automatically 

integrate with sFlow-RT, three scenarios are used, among others, in the system test scenario currently in 

place; 

1) First test scenario, this test is conducted to see the system’s ability to detect and mitigate attacks on the 

attacker’s computer will send ICMP packets using the ping utility on the Linux Ubuntu system against 

the target. The addition of the -f parameter to the ping utility is used to send packets in a flood; 

2) The second test scenario is conducted to evaluate the performance of the network as data packets are 

transmitted to the server with an escalating number of users, specifically from 1 user, 10 users, 50 users, 

to 100 users. Then the computer acting as a client will ping 50 packets to the server to see the latency 

when the data packet is sent and blocking the data packet. For the latency value, the average will be 

taken from 5 trials for each number of users. In this scenario, we use the TCP protocol in sending 

packets to the server because no application can benchmark using ICMP. The tool used is siege. On the 

server side, the cross-platform, Apache, MySQL, PHP and Perl (XAMPP) application is installed as a 

web server; 
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3) Third scenario, a test scenario was conducted to test the security of the system that has been designed 

when data packets are sent and blocking the sending of data packets. The parameter taken is the number 

of ICMP packets passing through the network. The computing device of the assailant shall transmit data 

packets at intervals corresponding to 30 seconds, 60 seconds, 90 seconds, and 120 seconds. 

Subsequently, the quantity of ICMP packets traversing the network will be monitored at the moment of 

data packet transmission and upon the successful obstruction of the data packet by the system. 

 

 

5. SYSTEM TEST 

5.1.  Detection and mitigation system testing 

This test uses 2 hosts that act as attackers and victims. The attacker’s computer will send ICMP data 

packets to the victim’s computer as shown in Figure 2, and then the system that has been designed will detect 

the attacker by capturing and accumulating traffic from each sFlow agent which is then sent to the collector 

for analysis. When the sFlow collector detects some traffic as an attack, the OpenFlow controller will modify 

the rules in the OpenFlow table as an attack mitigation step by blocking the attack traffic. It can be seen in 

Figure 2 the detection and mitigation process on the network when too many packets are sent or an attack 

occurs. 
 
 

 
 

Figure 2. Detection and mitigation process 

 

 

The 100 bytes/second threshold used in this experiment is shown in Figure 2. The sFlow-RT algorithm 

will visit the representational state transfer application programming interface (REST API), identify the packet 

as an attack packet, insert it into the metric, and record it in the attack log if the sampled packet exceeds the 

predefined threshold. Subsequently, the switch agent utilizing the sFlow-RT method will instruct the controller 

to block the attack packet’s originating internet protocol (IP) address. After getting the command, the controller 

will update its flow table and remove or block the IP address that is the source of the assault. 

 

5.2.  Latency testing 

By sending flooding packets to the server under server conditions and blocking flooding packets 

with an increasing number of users from 1 user, 10 users, 50 users, and 100 users - this test aims to determine 

how long it takes to transmit packets to the server. After that, a machine posing as a client will ping 50 

packets to the server to measure the latency during packet transmission and packet blocking. Each number of 

users will have an average of five attempts for the delay metric. Testing server latency during packet 

transmission and packet blocking involves the following steps: (1) to test the server, you can use the siege 

application with a target IP of 10.0.0.2; (2) To see the performance of the server when sending data packets 

until blocking data packets can be seen in Figure 3. It’s using the performance monitoring application. It can 

be seen that when sending data packets to 50 users, the process on the server central processing unit (CPU) 

increases to 100 per cent. But after the detection and mitigation system is activated, it can restore the process 

on the server CPU to normal again. 
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Figure 3. Server performance 

 

 

5.3.  ICMP packet count testing 

The number of packets sent during an ICMP flood attack before and after the implementation of a 

software-defined network-based detection and mitigation system. The testing process is carried out before 

and after the implementation of the detection and mitigation system when an ICMP flood attack occurs, with 

an attack time of 30 seconds, 60 seconds, 90 seconds, and 120 seconds from five trials. By doing this 

experiment, the security system can function properly. This experiment uses the ping -f [target ip] -w [attack 

time] command. By using this command, the attacker will flood host 10.0.0.2 with ICMP packets for 30 

seconds.  

 

 

6. EXPERIMENTAL RESULTS  

This section will discuss the results of testing the system that has been built. The following is an 

analysis of the results of the tests carried out on the sFlow-RT-based ICMP flood detection and mitigation 

system and software-defined network. 

 

6.1.  Latency testing results 

Latency tests using the ping utility (50 packets, 5 trials per user group) show significant 

improvement post-mitigation (Table 1). For 30 users, latency dropped from 42.822 ms to 8.807 ms (79.43% 

decrease), with similar reductions for 60, 90, and 120 users (Figure 4). This confirms the system’s ability to 

reduce latency under attack conditions. 

 

 

Table 1. Number of packet transmissions, data packet blocks, and percentage decrease 
Num. of users 

(users) 
Packet’s delivery 

(milliseconds) 
Data packet’s block 

(milliseconds) 
Packet’s of decrease 

(%) 

30 42.822 8.807 79.43 

60 87.265 17.557 79.88 
90 134.678 28.724 78.67 

120 176.783 36.409 79.40 
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Figure 4. Average latency graph 

 

 

6.2.  ICMP packet count testing result 

ICMP packet tests with flood parameters (Table 2) show a reduction from 311,130.2 to 99 packets 

over 120 seconds (99.97% decrease), validating system efficacy. Variations in blocked packets result from 

sampling (1 of 5 packets every 10 seconds), enabling sFlow to detect and OpenFlow to mitigate attacks by 

dropping malicious traffic. 

 

 

Table 2. Number of ICMP packages 
Time 

(second) 

Package delivery (packet’s) Package block 

(packet’s) 

Percentage decrease (%) 

30 77038.6 106.4 99.86 
60 153997.8 93.2 99.94 

90 232667.6 100 99.96 

120 311130.2 99 99.97 

 

 

6.3.  Comparison and implications 

Compared to Liu et al. [9] and Samta & Sood [10], our system excels in ICMP-specific mitigation 

using sFlow-RT, validating hypotheses of reduced latency and packet counts. Its scalability suits large-scale 

networks like internet service providers (ISPs), with potential adaptation for UDP or DNS floods via 

threshold adjustments. 

 

 

7. CONCLUSION 

This study shows SDN and sFlow-RT mitigating ICMP flood attacks, cutting packets from 

311,130.2 to 99 and latency from 42.822 ms to 8.807 ms (30 users), ensuring network integrity. Unlike 

broader DDoS defenses, it excels in real-time ICMP detection, aiding scalable networks like ISPs. Adaptable 

to Smurf or UDP floods, it fits IoT with threshold tweaks. Lacking false positive/negative metrics limits 

reliability. Future work should refine sampling, test controllers like ONOS, and assess IoT or diverse 

topologies for scalability and accuracy, advancing SDN-based DDoS protection. 
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