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 Considered the possibility of accelerating the time-critical operation of 

division for multi-bit integers. This problem is significant since, so multi-bit 

integers are widely used in specialized devices, including cryptographic 

transformations. A method for high-speed quotient and remainder 

determination with optimal hardware costs is proposed. A preliminary 

increase in the divisor and its subsequent decrease by shifting it to the right 

are used. A structural diagram and functional diagram of the hardware 

implementation have been developed using high-speed combinational logic 

circuits. The device’s principle of operation, its step-by-step process, and 

specific examples illustrating its correct operation and resource efficiency 

are addressed. On average, it takes (k/2+1) clock cycles to obtain the result, 

where (k+1) bit capacity of the quotient. In most division schemes with 

optimal hardware costs, the number of clock cycles required to obtain the 

quotient (without remainder) is (k+1). High-speed division with 

simultaneous determination of several quotient bits requires (m/p) clock 

cycles for the division operation, where p- the number of simultaneously 

determined quotient bits, m-bit capacity of dividend. However, this approach 

will require additional hardware. The research will continue by modeling the 

device in Vivado Design Suite computer aided design (CAD) based on 

Artix-7 field programmable gate array (FPGA) from Xilinx. 
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1. INTRODUCTION 

Issues of increasing the speed up of digital devices have always been relevant and attracted the 

attention of both theorists and practitioners - designers of digital computing devices [1]. To increase the 

speed up of digital devices, various methods have been developed and are being developed to speed up the 

execution of operations. This is especially true for complex operations of multiplication, division, and their 

modifications. Moreover, integer arithmetic is of particular importance, since integers are widely used in 

specialized devices, including for performing cryptographic transformations. The most complex and 

resource-intensive operation is division and its modification - reduction modulo. The division operation is 

crucial for both software processors and digital signal processing, machine learning, cryptographic or 

arithmetic logic devices [2]–[7]. Division and reduction modulo are also using in arithmetic in the Galois 

field, that is, in devices for forming elements of finite fields, along with multiplication, addition, and 

squaring. A large number of research-scientific works are devoted to the hardware implementation of high-
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speed division devices and devices of modulo-reducing integers, the results of which have been reflected in 

patents and articles [8]–[16]. 

Various methods of accelerating the division of integers, implemented hardware, allow to obtaining 

of high-speed dividing devices with different structures of division devices and modulo-reduction devices. 

Matrix and pipeline devices for subtracting the divisor (modulus) 𝐵 from the dividend (reducible number) 𝐴, 

Vedic algorithms, are high-speed [17]–[21]. Often, to speed up the division, the problem has been reduced to 

the use of multiplication operations, which can then be performed by fast multiplication algorithms. There 

are Barrett algorithm and its modifications, Montgomery algorithm and its modifications, Goldschmidt 

algorithm, Wallace algorithm, and others, used to speed up the division [22]–[30]. Most of these methods 

cannot be used when working with multi-bit binary integers, since the costs, which directly depend on the bit 

capacity of the numbers used, for hardware implementation are very high. In specialized computing device of 

a certain type, large integers with thousands or millions of decimal digits can be used (for example, those 

with an order of 10309 when implementing the Rivest–Shamir–Adleman (RSA) algorithm). 

The purpose of the work is to develop a high-speed integer division device for obtaining the quotient 

and remainder, based on the well-known modulo reduction device with proven optimal hardware costs and 

high performance [31]. The proposed modification of the known device expands its functionality due to 

additional minimal hardware costs without performance loss. The global goal of developing this resource 

efficient device is to achieve sustainable development goal 12: responsible consumption and production. 

Using the proposed device in digital infrastructure processors operating with large integers will improve the 

quality of infrastructure, infrastructure reliability, and resiliency of infrastructure, which will contribute to 

achieving sustainable development goal 9: industry, innovation and infrastructure. 

The paper is organized into the following sections. Section 2 describes the division method for 

obtaining the quotient and remainder using an enlarged divisor and provides a detailed description of the 

proposed equipment. Section 3 describes the step-by-step operation of the device, using specific examples to 

illustrate its correct operation. Section 4 contains a concluding remark. There is an acknowledgements 

section. The funding information section indicates that there is no funding source, the author contribution 

statement section provides information about the contribution of each author, and the conflict of interest 

section states that there is no conflict of interest. The data availability section provides the initials of an 

author who can provide data that supports the conclusions of this study. 

 

 

2. METHOD 

As a basis for obtaining an optimal dividing device, a modulo reduction device was chosen, which 

implemented a method for accelerating the obtaining of a remainder using the increased modulus [31]. The 

device has been modified to obtain quotient. In this case, the device can be used both to obtain quotient 

(division operation) and the remainder (modulo reduction operation).  
The method used is iterative and is based on subtracting the increased divisor 𝐵 (modulus) from the 

dividend 𝐴 (reducible number). The divisor 𝐵 is shifted towards the higher digits (to the left) so that its bit 

capacity becomes equal to the bit capacity of number 𝐴. In this case, the number 𝐵 is increased by 2𝑘 times, 

where 𝑘 = 𝑚 − 𝑗 (𝑚 is the number of binary digits of 𝐴, 𝑗 is the number of binary digits of 𝐵). Then the 

increased divisor 𝐵 is subtracted from 𝐴 to obtain the remainder 𝑅1. There are no restrictions on the bit 

capacity of the number 𝐴 and 𝐵, except that the bit capacity of the number 𝐴 must be greater than or equal to 

the bit capacity of the number 𝐵. At the beginning of the operation, the dividend 𝐴 is considered as a zero 

remainder 𝑅0. 

On each iteration, after obtaining the next partial remainder 𝑅𝑖 , the increased divisor 𝐵 is shifted 

right by one bit (it is reduced by half). If the remainder 𝑅𝑖 is positive, then the formed 𝑖 − 𝑡ℎ digit of the 

quotient is set to 1, and the reduced divisor is subtracted from the received remainder 𝑅𝑖. If the remainder 𝑅𝑖 

is negative, the formed 𝑖 − 𝑡ℎ digit of the quotient is “0” and the reduced divisor is subtracted from the 

previous remainder 𝑅𝑖−1. The received remainder 𝑅𝑖  is analyzed at each iteration, making it possible to 

terminate the operation at any iteration if the remainder is less than the divisor (𝑅𝑖 < 𝐵). Most other division 

acceleration methods require all division steps to be performed. 

Figure 1 shows the structural diagram of a dividing device with the formation of a quotient and a 

remainder. Block 𝐴 is required to synchronize the operation of the device. It contains the clock pulse 

generator, the start trigger, the 𝐴𝑁𝐷 gate and the delay element. Block 𝐵 is a block of memory containing a 

block of logic gates 𝐴𝑁𝐷 and registers for storing the divisor 𝐵 and the increased divisor 𝐵 (shifted towards 

the most significant bits). Block 𝐶 includes the delay element, the register, blocks of logic gates 𝑂𝑅, 𝐴𝑁𝐷, 

and the combinational binary adder, performing on the first iteration of the operation of subtraction of the 

increased divisor 𝐵 from the dividend 𝐴. On subsequent iterations the binary adder performs subtraction the 
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right-shifting divisor 𝐵 from the resulting partial remainder 𝑅𝑖. The dividend 𝐴 and remainders 𝑅𝑖 are stored 

in the register of block 𝐶, the dividend 𝐴 is considered as a zero remainder 𝑅0. Block 𝐷 is required to form 

the result: the quotient (𝑄𝑢𝑜𝑡𝑖𝑒𝑛𝑡 output) and the remainder (𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 output) from the division. It 

contains the comparator circuit, blocks of logic gates 𝐴𝑁𝐷, a clock pulse counter, an incomplete decoder, 

and the quotient register on triggers 𝑇. The initial state of the start trigger, counter, and registers into all 

blocks is zero. The forming of the quotient starts from the highest digit. Below is a description of the device 

operation at the structural diagram level.  

The Start signal enables the writing of dividend 𝐴 to block 𝐶, the writing divisor 𝐵, and increased 

divisor 𝐵 to block 𝐵. The 𝑆𝑡𝑎𝑟𝑡 signal sets the start trigger in block 𝐴 to the high state but with a delay. 

During the delay in block 𝐶 on the combinational binary adder, subtraction the increased divisor 𝐵 from the 

dividend 𝐴 is performed, resulting in the remainder 𝑅1. During the same time, the dividend 𝐴 (zero 

remainder 𝑅0) and divisor 𝐵 are compared in block 𝐷. If 𝐴 < 𝐵, then the operation is over. In block 𝐷 a 

signal 𝐶𝑎𝑛𝑐𝑒𝑙 is generated, which outputs a quotient equal to zero on the 𝑄𝑢𝑜𝑡𝑖𝑒𝑛𝑡 output, outputs the 

remainder (dividend 𝐴) on the 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 output, and switches the start trigger in the synchronization block 

𝐴 to the inactive state. The remainder of 𝑅1 is not used.  

 

 

 
 

Figure 1. Structural diagram of a device  

 

 

If 𝐴 ≥ 𝐵, then signal 𝐶𝑎𝑛𝑐𝑒𝑙, is no generated and the operation continues. When calculating the 

remainder 𝑅1 in block 𝐶, a carry signal is generated at the output of the combinational adder. If the remainder 

𝑅1 is negative, the carry signal is equal “0”, and the remainder 𝑅1 is not used. If the remainder 𝑅1 is positive, 

the carry signal is equal to “1”, and allows writing R1 instead of number 𝐴 with the arrival of the first clock 

pulse in the register of block 𝐶. The carry signal equal to “1” goes to block 𝐷, in which with the arrival of the 

next clock pulse is formed one in the high digit of the quotient register. Also, this clock pulse with a delay is 

received to block 𝐵. In block 𝐵, the increased divider (𝐵 × 2𝑘) is shifted one binary digit to the right and 

reduced by half, resulting in (𝐵 × 2(𝑘−1)). The division process continues. 

For each 𝑖 − 𝑡ℎ step of the division, it is true: a) if at the 𝑖 − 𝑡ℎ step of division 𝑅𝑖 < 𝐵, 𝑅𝑖 will be 

the remainder of the division, the quotient has already been formed, the process is completed; b) if at the  
𝑖 − 𝑡ℎ step of division 𝑅𝑖 ≥ 𝐵 and 𝑅𝑖 < 0, then the previous remainder 𝑅𝑖−1 remains in the register of block 

𝐶 without changes, in the 𝑖 − 𝑡ℎ digit of the quotient register remains “0”, and the process of dividing 

continues; and c) if at the 𝑖 − 𝑡ℎ step of division 𝑅𝑖 ≥ 𝐵 and 𝑅𝑖 > 0, the remainder 𝑅𝑖 is written to the 

register of block 𝐶 instead of the previous remainder 𝑅𝑖−1. In addition, “1” is written to the 𝑖 − 𝑡ℎ bit of the 

quotient register of block 𝐷, and the operation continues.  

The next bit of the quotient is formed in block 𝐷 with the arrival of each clock pulse. The decoder, 

using the value of the clock pulse counter, determines the number of the quotient register digit into which the 

next quotient digit is written. The counter bit capacity and decoder input count are determined by  

𝑛 = 𝑙𝑜𝑔2(𝑘) + 1 (rounded up to an integer). The number of decoder outputs is (𝑘 + 2). The bit capacity of 

the quotient register is (𝑘 + 1). The outputs of the decoder, starting from the second one, are connected to 

the inputs of the quotient register through block of logic gates 𝐴𝑁𝐷 (a total of 𝑘 + 1 connections).  
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Figure 2 shows the functional diagram of the device. The following describes how the device 

operates at the functional diagram level, including a detailed description of signals passing. The device 

contains registers 𝑅𝐺𝐴 (𝑅𝑒𝐺𝑖𝑠𝑡𝑒𝑟 А), 𝑅𝐺𝑆 (𝑅𝑒𝐺𝑖𝑠𝑡𝑒𝑟 𝑆), 𝑅𝐺𝐵 (𝑅𝑒𝐺𝑖𝑠𝑡𝑒𝑟 𝐵), 𝑅𝐺𝑄 (𝑅𝑒𝐺𝑖𝑠𝑡𝑒𝑟 𝑄); 

combinational adder 𝐴𝑑𝑑; two delay elements 𝐷𝐿1 and 𝐷𝐿2; a comparator circuit 𝐶𝑜𝑚𝑝; clock generator 

𝐺𝐶𝐿𝐶 (𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 𝐶𝑙𝑜𝑐𝑘 𝐿𝑜𝑔𝑖𝐶); trigger 𝑇; 𝐴𝑁𝐷1 gate; blocks of logic gates 𝐴𝑁𝐷2 ÷ 𝐴𝑁𝐷7, 𝑂𝑅; clock 

pulse counter 𝐶𝑇 (𝐶𝑜𝑢𝑛𝑇𝑒𝑟); incomplete decoder 𝐷𝐶 (𝐷𝑒𝐶𝑜𝑑𝑒𝑟). 𝑅𝐺𝐴 register of 𝑚 bit capacity first for 

storing the dividend 𝐴 and then the partial remainders 𝑅𝑖. 𝑅𝐺𝐵 register of 𝑗 bit capacity for storing the 

divisor 𝐵. Shift register 𝑅𝐺𝑆 of 𝑚 bit capacity for storing the increased divisor. Combinational adder 𝐴𝑑𝑑 

has 𝑚 bit capacity. 𝑅𝐺𝑄 register implementing on 𝑇-triggers, to store a quotient. The number of gates in 

blocks of logic gates 𝐴𝑁𝐷2, 𝐴𝑁𝐷3, 𝐴𝑁𝐷5, 𝑂𝑅 is 𝑚. The number of gates in blocks of logic gates 𝐴𝑁𝐷6, 

𝐴𝑁𝐷7 is (𝑘 + 1). The number of gates in block of logic gates 𝐴𝑁𝐷4 is 𝑗.  
The input 𝑆𝑡𝑎𝑟𝑡 is used to start the quotient and remainder calculation. Input 𝐴 is used to input the 

binary code of the dividend 𝐴, the input 𝐵 is used to input the binary code of the divisor 𝐵. The 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 

output is used to output the result of the remainder; the 𝑄𝑢𝑜𝑡𝑖𝑒𝑛𝑡 output is used to output the result of the 

quotient. The start of device operation is determined by the moment a single 𝑆𝑡𝑎𝑟𝑡 signal is sent to the device 

input. It is necessary to consider actions upon receipt of a clock pulse (comparison operations are performed 

on the 𝐶𝑜𝑚𝑝 circuit, changes in the state of the 𝐶𝑇 counter, formation of the next quotient digit in 𝑅𝐺𝑄) and 

a delayed clock pulse (shift the increased divisor in 𝑅𝐺𝑆 and writing the calculated remainder in 𝑅𝐺𝐴). 

 

 

 
 

Figure 2. Functional diagram of a device 

 

 

The 𝑆𝑡𝑎𝑟𝑡 signal permits the entry of dividend 𝐴 through the 𝐴𝑁𝐷3 and the 𝑂𝑅 into the 𝑅𝐺𝐴 

register. In the 𝑅𝐺𝐴 register, initially the number 𝐴, then the remainder 𝑅𝑖. At this moment also, the writing 

of the divisor 𝐵 through the 𝐴𝑁𝐷4 into the register 𝑅𝐺𝐵, and to high digits of the shift register 𝑅𝐺𝑆. In the 

shift register 𝑅𝐺𝑆 initially written 𝐵 × 2𝑘, then after the 𝑖 − 𝑡ℎ shift stored 𝐵 × 2𝑘−𝑖. This same 𝑆𝑡𝑎𝑟𝑡 signal, 

with a delay sets trigger 𝑇 to the high state through delay element 𝐷𝐿1. The high potential from the direct 

output of trigger 𝑇 enabling the passage of clock pulses from the output of clock pulse generator 𝐺𝐶𝐿𝐶 

through the 𝐴𝑁𝐷1 for clocking the device operation. The initial number 𝐴 is considered as zero remainder 

𝑅0. The code of the remainder 𝑅0 from the register 𝑅𝐺𝐴 and the divisor 𝐵 from the register 𝑅𝐺𝐵 are fed into 

the comparator circuit 𝐶𝑜𝑚𝑝. During comparing, alignment is based on the least significant digits. It is 

determined whether 𝐴 < 𝐵 or not. 

If 𝐴 < 𝐵, then the number 𝐴 is already the remainder. At the output of the comparator circuit 𝐶𝑜𝑚𝑝, 

a signal “1” (operation end signal 𝐶𝑎𝑛𝑐𝑒𝑙) is generated, which is fed to the allowing inputs of logic gates 

𝐴𝑁𝐷7 and 𝐴𝑁𝐷5. So, allows the output of the quotient, equal to zero, from the output of the register 𝑅𝐺𝑄 

through the 𝐴𝑁𝐷7 to the output Quotient and the remainder 𝑅0 through the 𝐴𝑁𝐷5 from the output of the 

register 𝑅𝐺𝐴 to the output 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟. The same signal resets the trigger 𝑇, which disables the passage of 

clock signals through the 𝐴𝑁𝐷1, the division operation stops.  
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Otherwise, if 𝐴 ≥ 𝐵, the division process continues. The dividend 𝐴 from the register 𝑅𝐺𝐴 is 

supplied to the first inputs of the combinational adder 𝐴𝑑𝑑, and the inverse code of the increased divisor 

𝐵 × 2𝑘 is supplied to the second inputs from the inverse outputs of the shift register 𝑅𝐺𝑆. “1” supplied at the 

input of the least significant bit of the combinational adder 𝐴𝑑𝑑. Thus, subtraction is realized on the 

combinational adder 𝐴𝑑𝑑 using an additional code, i.e., the formation of the remainder 𝑅1 = 𝑅0 − (𝐵 × 2𝑘).  

When subtracting, from the most significant bit of the combinational adder a carry signal is formed, 

equal to “0” or “1”. The value of the carry signal depends on the relationship between 𝑅0 (𝐴) and (𝐵 × 2𝑘). 

Based on this carry signal, 𝐴 ≥ (𝐵 × 2𝑘) or 𝐴 < (𝐵 × 2𝑘) is determined. If 𝐴 < (𝐵 × 2𝑘), then the 

remainder 𝑅1 is negative. In this case, the carry signal from the most significant bit of the combinational 

adder 𝐴𝑑𝑑 is equal to “0” (inhibiting signal to the logic gates 𝐴𝑁𝐷2), and therefore the received remainder 

𝑅1 is not used. 

If the remainder 𝑅1 is positive, so from the high digit of the combinational adder 𝐴𝑑𝑑 the carry 

signal “1” is formed. The first clock pulse through the 𝐴𝑁𝐷1 goes to the clock pulse counter 𝐶𝑇, whose 

binary code becomes 00…01. The binary code from the outputs of the counter 𝐶𝑇 is fed to the inputs of the 

decoder 𝐷𝐶. A signal “1” is formed on the second output of the decoder 𝐷𝐶, and “0” is present on the other 

outputs of 𝐷𝐶. The first output of 𝐷𝐶 is not used. The second and the rest outputs of the 𝐷𝐶 have been 

connected to the inputs of the quotient register 𝑅𝐺𝑄 through the logic gates 𝐴𝑁𝐷6, starting from the high-

digit 𝑅𝐺𝑄. The binary code from 𝐷𝐶 is fed into the quotient register 𝑅𝐺𝑄, as there is a signal “1” from the 

carry output of the combinatorial adder 𝐴𝑑𝑑 on the allowing inputs 𝐴𝑁𝐷6. “1” is written into the most 

significant bit of the quotient register 𝑅𝐺𝑄. The content of the quotient register becomes 10….0.  

The carry signal “1” from the most significant bit of the combinational adder 𝐴𝑑𝑑 also arrives at the 

allowing inputs 𝐴𝑁𝐷2 and, with the arrival of the first clock pulse delayed by the delay element 𝐷𝐿2, allows 

the transfer 𝑅1 through the 𝐴𝑁𝐷2 to the input of the logic gates 𝑂𝑅. The previous remainder 𝑅0(𝑅0 = 𝐴) in 

𝑅𝐺𝐴 is replaced by the received remainder 𝑅1. The first clock pulse delayed by the delay element 𝐷𝐿2 also 

arrives to the input shift of the register 𝑅𝐺𝑆, shifting the increased divisor (𝐵 × 2𝑘) to right by one bit, 

reducing it by half, is obtaining (𝐵 × 2𝑘−1). Thus, the contents of the register 𝑅𝐺𝑆 and the register 𝑅𝐺𝐴 are 

prepared for the next division step. 

Further, the operation of the device is carried out similarly. At each 𝑖 − 𝑡ℎ iteration, the divisor 𝐵 

from the register 𝑅𝐺𝐵 is supplied to the first inputs of the comparator circuit 𝐶𝑜𝑚𝑝, the number from the 

register 𝑅𝐺𝐴(𝑅𝑖−1) is received to the second inputs of the comparator circuit 𝐶𝑜𝑚𝑝. In this way, 𝑅𝑖−1 < 𝐵 or 

𝑅𝑖−1 ≥ 𝐵 is determined. If 𝑅𝑖−1 < 𝐵, a signal equal to “1” (signal 𝐶𝑎𝑛𝑐𝑒𝑙) is generated at the output of the 

comparator circuit 𝐶𝑜𝑚𝑝. This signal is sent to the allowing inputs 𝐴𝑁𝐷7 and 𝐴𝑁𝐷5, which allows to output 

the quotient through the 𝐴𝑁𝐷7 from the quotient register 𝑅𝐺𝑄 to the 𝑄𝑢𝑜𝑡𝑖𝑒𝑛𝑡 output and output the 

remainder 𝑅𝑖−1  through the 𝐴𝑁𝐷5 from the register 𝑅𝐺𝐴 to the 𝑅𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟 output. This signal resets trigger 

𝑇 (passage of the clock signal is prohibited), the formation of a quotient, and a remainder is complete. 

If 𝑅𝑖−1 ≥ 𝐵, the comparator circuit 𝐶𝑜𝑚𝑝 generates a signal equal to “0”, and the process continues. 

Simultaneously, the combinational adder 𝐴𝑑𝑑 receives the number 𝑅𝑖−1 from register 𝑅𝐺𝐴 at its first inputs, 

and to its second inputs the inverted code 𝐵 × 2𝑘−𝑖  from the inverted outputs of shift register 𝑅𝐺𝑆. “1” is fed 

to the third input of the least significant bit of the combinational adder 𝐴𝑑𝑑. Subtraction is implemented 

using an additional code, formed the remainder 𝑅𝑖 = 𝑅𝑖−1 − (𝐵 × 2𝑘−𝑖). 𝑅𝑖−1 ≥ (𝐵 × 2𝑘−𝑖) or not, is 

determined by the value of the carry signal from the most significant bit of the combinational adder 𝐴𝑑𝑑. 

If 𝑅𝑖−1  is less than 𝐵 × 2𝑘−𝑖, the carry signal from the high bit of the combinational adder 𝐴𝑑𝑑 

equals “0” and the received negative remainder 𝑅𝑖  will not be used. Otherwise (𝑅𝑖−1 ≥ (𝐵 × 2𝑘−𝑖)) a carry 

signal equal to “1” is generated from the high bit of the combinational adder Add, and the received positive 

remainder 𝑅𝑖  will be used. 

Without delay, the 𝑖 − 𝑡ℎ clock pulse through the 𝐴𝑁𝐷1 is fed to the 𝐶𝑇 clock pulse counter, 

increasing its value by “1”. The binary number from the counter 𝐶𝑇 output is input to the decoder 𝐷𝐶. At the 

(𝑖 + 1) − 𝑡ℎ output of the decoder 𝐷𝐶, which is connected to the 𝑖 − 𝑡ℎ left digit of the quotient register 

𝑅𝐺𝑄 through 𝐴𝑁𝐷6, generates a signal “1”. If the remainder of 𝑅𝑖 is negative, then the 𝑖 − 𝑡ℎ digit of the 

register 𝑅𝐺𝑄 remains equal to “0”, since there is no signal “1” from the 𝐶𝑎𝑟𝑟𝑦 output of the combinational 

adder 𝐴𝑑𝑑 at the enabling inputs of 𝐴𝑁𝐷6. 

If remainder 𝑅𝑖  is positive, in the 𝑖 − 𝑡ℎ digit of the register 𝑅𝐺𝑄 is set to “1” because at the 

allowing inputs of 𝐴𝑁𝐷6 has signal “1” from the output 𝐶𝑎𝑟𝑟𝑦 of the combinational adder 𝐴𝑑𝑑 and arrives 

signal “1” from the (𝑖 + 1) output of 𝐷𝐶. This same 𝑖 − 𝑡ℎ clock pulse, passing through the delay element 

𝐷𝐿2, arrives at the allowing inputs 𝐴𝑁𝐷2. Since the second allowing inputs 𝐴𝑁𝐷2 receive a carry signal 

from the most significant bit of the combinational adder 𝐴𝑑𝑑 equal to “1”, then the transfer of the remainder 

𝑅𝑖  from the outputs of the combinational adder 𝐴𝑑𝑑 through information inputs 𝐴𝑁𝐷2 and 𝑂𝑅 to the inputs 

of the register 𝑅𝐺𝐴 is allowed. The remainder 𝑅𝑖  is written to the 𝑅𝐺𝐴 register (instead of the previous 
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remainder 𝑅𝑖−1). 

The same clock pulse from the output 𝐷𝐿2 goes to the input of the shift of the shift register 𝑅𝐺𝑆, 

shifting the value 𝐵 × 2𝑘−𝑖  in the 𝑅𝐺𝑆 to the right by one digit, halving it. The contents of the register 𝑅𝐺𝑆 

and the register RGA are prepared for the (𝑖 + 1) − 𝑡ℎ division step. The process continues until the next 

remainder is less than 𝐵. 

The clock pulse delay time on the delay element 𝐷𝐿2 must be equal to the total time of operation of 

the counter 𝐶𝑇, decoder 𝐷𝐶, and block of logic gates 𝐴𝑁𝐷6 so that in the register 𝑅𝐺𝐴 remainder 𝑅𝑖  is 

written after the formation of the i-th digit for quotient in RGQ. The quotient register 𝑅𝐺𝑄 is built on 𝑇-

triggers, so the arrival of “0” signals from the decoder outputs does not reset to “0” the bits where a “1” was 

formed in previous division steps.  

On each 𝑖 − 𝑡ℎ clock pulse, if there is a carry signal “1” from the high digit of the combinational 

adder 𝐴𝑑𝑑, the next positive remainder 𝑅𝑖  is written from the outputs of the combinational adder 𝐴𝑑𝑑 to the 

register 𝑅𝐺𝐴. 𝑅𝑖  replaces the previous remainder 𝑅𝑖−1. Simultaneously, the value of 𝐵 × 2𝑘−𝑖  in shift register 

𝑅𝐺𝑆 is shifted by one bit to the right. Therefore, the delay time of the 𝑆𝑡𝑎𝑟𝑡 signal on the delay element 𝐷𝐿1 

to set the trigger 𝑇 to the “1” state, allowing the passage of clock pulses, and the period of clock pulses, must 

exceed the sum of the time the signal passes through the block of logical gates 𝐴𝑁𝐷2 (𝐴𝑁𝐷3), 𝑂𝑅, 𝐴𝑁𝐷6, 
write time in the register 𝑅𝐺𝐴 and subtraction time on the combinational adder 𝐴𝑑𝑑. 

The time of writing divisor 𝐵 in the registers 𝑅𝐺𝐵 and 𝑅𝐺𝑆 and the shift time of value 𝐵 × 2𝑘−𝑖  in 

the shift register 𝑅𝐺𝑆 in the next steps of the dividing, has not been considered. This is because the time 

writing and shifting coincide with the signal time passage through the blocks of logic gates 𝐴𝑁𝐷2 (𝐴𝑁𝐷3) 

and 𝑂𝑅 and the writing of dividend 𝐴 at the register 𝑅𝐺𝐴. The operation time of the comparator circuit 

𝐶𝑜𝑚𝑝 is not considered since it performs the comparing simultaneously with the subtraction operation on the 

combinational adder 𝐴𝑑𝑑. 

 

 

3. RESULTS AND DISCUSSION 

Empirical validation of the proposed method and its hardware implementation was carried out using 

specific examples and below considered two examples of performing the division operation step-by-step. 

 

3.1.  Example 1 

The largest possible number 𝐴 has a bit capacity of 𝑚 = 7, and the divisor 𝐵 has a bit capacity of 

𝑗 = 4. In this case, the bit capacity of the registers 𝑅𝐺𝐴, 𝑅𝐺𝑆 and the combinational adder 𝐴𝑑𝑑 equal 𝑚 = 7. 

The bit capacity of the register 𝑅𝐺𝐵 is 𝑗 = 4, 𝑘 = 7 − 4 = 3, the bit capacity of the counter 𝐶𝑇 equal  
𝑛 = 𝑙𝑜𝑔2(3) + 1 = 3. The incomplete decoder 𝐷𝐶 has three inputs, but the number of used outputs of the 

decoder 𝐷𝐶 is four (outputs from the second to the fifth). The quotient register 𝑅𝐺𝑄 has a bit capacity of  
𝑘 + 1 = 4. 

A=11010=11011102, B=910=10012, B ×2k=B×23=10010002. 

At the Start signal, the binary code A (number 1101110) is written to the register RGA, the binary 

code of the divisor B (number 1001) is written to the register RGB, and B ×23 (number 1001000) is written to 

the shift register RGS. In the comparator circuit Comp, the numbers from the register RGA and the register 

RGB are compared bit by bit. When comparing, the alignment is based on the low-order bits, i.e., numbers 

1101110 and 0001001 are compared. Since 1101110>0001001(A>B), the process continues. At the same 

time, the combinational adder Add performs the subtraction R1=A-(B×23): 

R1=1101110-1001000=1101110+0110111+1 low-order digit=(1) 0100110 

(1) indicates the carry signal out from the most significant bit of the adder. The remainder is 

positive. The carry signal is permissive, as it is equal to (1). The resulting remainder R1 will be used. The 

same Start signal with a delay, since it passes through the delay element DL1, will set the trigger T to the “1” 

state.  

Since trigger T is set to “1”, the first clock pulse is sent to the input of the counter CT through 

AND1. The content of the counter CT becomes 001. Code 001 is input to the decoder DC, generating a “1” 

signal at the second output of the decoder. This “1” through AND6 is writing to the first high bit of the 

quotient register RGQ, since on the allowing inputs of AND6 is present a carry signal (1) from the high bit of 

the combinational adder Add. As a result, the content of the quotient RGQ register becomes 1000.  

 The first clock pulse enters the allowing inputs of AND2 through delay DL2. The second allowing 

inputs of AND2 receives a permissive carry signal (1) from the high digit of the combinational adder Add. So 

the calculated remainder R1 from the combinational adder Add through the AND2 and OR is writing to 

register RGA. This causes the RGA register value to change to 0100110. Simultaneously, the first delayed 
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clock pulse, as it passes through delay element DL2, shifts the contents of the RGS shift register to the 

right by one bit. In the register RGS, B×23 is halved and becomes equal to B×22=0100100.  
The process is repeated. In the comparator circuit Comp compares the numbers from the register 

RGA and the register RGB: 0100110 and 1001. Since 0100110 is greater than 0001001 (R1>B), the process 

continues. At the same time, subtraction is performed on the combinational adder Add: R2 = R1 - (B×22).  

The result is R2 = 0100110 - 0100100 = 0100110 + 1011011 + 1low-order digit = (1) 0000010.  

The (1) indicates the carry signal out from the most significant bit of the adder. The remainder is 

positive. The carry signal is permissive because it is equal to (1). The resulting remainder of R2 will be used.  

The second clock pulse is supplied to the input of the CT counter through the AND1. Counter CT is 

set to 010. This value (010) is received at the input of the DC, resulting in a “1” signal at the third output of 

DC. Signal from output DC, by the carry enable signal (1) from the high digit of the combinational adder 

Add, is writing to the second bit of the register quotient RGQ. As a result, the content of the quotient RGQ 

register becomes 1100. 

The second clock pulse that passes through the delay DL2 arrives at the allowing inputs of the 

AND2. The second allowing inputs of the AND2 receive a permissive carry signal (1) from the high digit of 

the combinational adder Add. The information inputs of the AND2 receive the calculated remainder R2 from 

the output of the combinational adder Add. The remainder of R2 passes through the blocks of logic gates 

AND2 and the OR and is write to the register RGA. The value of the register RGA changes to 0000010. 

The process is repeated. The comparator circuit Comp compares the numbers in the registers RGA 

and the RGB: 0000010 and 1001. Since 0000010<0001001 (R2<B), the comparator circuit Comp generates a 

process end signal. This signal resets the T trigger to the zero state (prohibiting the passage of clock pulses 

from the GCLC (Generator Clock LogiC)) and goes to the enabling inputs of the AND5 and AND7. The 

division is completed, the remainder is 00000102=210, and the quotient is 11002=1210. The calculation was 

correct because 110/9 leaves a remainder of 2 and the quotient is 12. It took two clock pulses to complete the 

division.  

 

3.2.  Example 2 

For greater clarity, consider the example of operation of the dividing device with the formation of 

the quotient and remainder with an illustration in both the decimal and binary number systems. 

A=91610=11100101002, m=10, B=4510=1011012, j=6, k=10-6=4. In this case, the register RGA and the shift 

register RGS have a bit capacity of 10, the register RGB has a bit capacity of 6. Therefore, k=10-6=4. The 

quotient register RGQ has a bit capacity of (k+1)=5, and the CT clock pulse counter has a bit capacity of 

log2(4)+1=3. 

 

B×2k=B×24=72010, B×2k-1=B×23=36010, B×2k-2=B×22=18010, 

B×2k-3=P×21=9010, B×2k-4=B×20=4510. 

 

Table 1 shows what will happen in device when each i-th clock pulse and i-th delayed clock pulse 

arrives. For greater clarity, the values of the registers (RGA, RGB, RGS) and remainder Ri, actions on the 

Comp comparator circuit, and the adder Add at each calculation step when performing a division operation 

are given in Table 1 in decimal number system.  

For a better understanding of the process, the values of the quotient register RGQ, the counter CT at 

each step of division operation are given in Table 1 in decimal and binary number systems. The values the 

carry Carry and the six outputs of the incomplete decoder DC are given in Table 1 in binary number system. 

The first output of the decoder DC is not used and is indicated in parentheses ().  

 

 

Table 1. Procedure for calculating quotient Q and remainder R  
Steps RGA RGB RGS Comp Add Ri Carry CT DC RGQ 

Start 916 45 720 916>45 916-720 196 1 010= 0002 (1)00000 000002=010  

Clock pulse 1 916 45 720 916>45 916-720 196 1 110=0012 (0)10000 100002=1610  

Delayed clock pulse 1 196 45 360 196>45 196-360 -164 0 110=0012 (0)10000 100002=1610 

Clock pulse 2 196 45 360 196>45 196-360 -164 0 210=0102 (0)01000 100002=1610 

Delayed clock pulse 2 196 45 180 196>45 196-180 16 1 210=0102 (0)01000 100002=1610 

Clock pulse 3 196 45 180 196>45 196-180 16 1 310=0112 (0)00100 101002=2010 

Delayed clock pulse 3 16 45 90 16<45 16-90 -74 0 310=0112 (0)00100 101002=2010 

 

 

Table 1 shows that with the arrival of the delayed third clock pulse, the remainder R3=16 from the 

output of the combinational adder Add is written to the RGA. The remainder R3=16 and divisor B=45 is 

compared on the comparator circuit Comp. Since 16<45, the signal Cancel is generated. This signal resets the 
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T trigger to the zero state, prohibiting the passage of clock pulses from the GCLC and the process is over. 

The calculated remainder R4= (-74) will not be used because there is no clock pulse and signal Carry=0 on 

the allowing inputs AND2. The signal Cancel allows the remainder R3 from register RGA to be output to the 

Remainder output, and the quotient from register RGQ to the Quotient output.  

To check the accuracy of correct operation of the device, we refer to Table 1. The remainder R is 

equal to R3, which is 1610 = 100002 in this case, and the quotient from the division is Q =2010 = 101002. Using 

these values and the divisor B, the dividend A can be calculated:  

A=(Q×B)+R = (2010×4510)+1610=90010+1610=91610. 

The division has been performed correctly. This example demonstrates that it took three clock 

pulses to form a quotient with a remainder. When dividing by the method without restoring the remainder, 

which requires minimal hardware costs, it would take five clock pulses since the bit capacity of the quotient 

is five. 

 

3.3.  Discussion 

In the developed dividing device, the formation of the quotient is performed simultaneously with the 

formation of the remainder, and the division time depends on the ratio of the values of the dividend A and the 

divisor B. If the quotient is equal to 2i, then to obtain the quotient with a remainder it will take the i-th 

number of clock pulses. If the quotient has a “1” in the highest significant digit and the remaining digits are 

“0” (100...0), then the minimum number of clock pulses is required to obtain the quotient with the remainder 

- one clock pulse. The maximum number of clock pulses required to obtain a quotient with a remainder is 

(k+1), where (k+1) is bit capacity of quotient. On average, it takes (k+1+1)/2 = (k/2+1) clock pulses to get 

the result. It should be noted that in most division schemes with optimal hardware costs, the number of clock 

cycles required to obtain the quotient (without remainder) is (k+1). 

The proposed method and the device for its implementation can be compared with high-speed 

division with the simultaneous determination of several bits of quotient, which requires m/p clock cycles to 

perform the division operation, where p is the number of simultaneously determined bits of quotient, m - bit 

capacity of dividend. In this case, performance is achieved by increasing hardware costs. The larger p, the 

less clock pulses are required, but the more additional circuits to simultaneously generate and store multiples 

of the divisor are required and more additional comparator circuits. These methods cannot be used when 

working with multi-bit binary integers, since the costs, which directly depend on the bit capacity of the 

numbers used, for hardware implementation will be very high.  

 

 

4. CONCLUSION  

Reducing the number of clock pulses when performing an operation in the presented device is 

achieved by comparing the remainder and divisor in each clock cycle. In this case, the calculation time does 

not increase, since the comparison of the remainder and the divisor is performed simultaneously with the 

subtraction operation on the combinational adder. The empirical verification is presented by two examples of 

performing the division operation for specific numbers. The examples demonstrated the correctness and the 

resource efficiency of the proposed method. With the high-speed division method, without restoring the 

remainder and requires minimal hardware costs, (k+1) clock pulses are required. The proposed division 

method requires (k/2+1) clock pulses, which is almost 50% less.  

Let's compare the proposed method and method of simultaneous determination of two digits of the 

quotient for a specific value of m, at which requires m/2 clock pulses. If m = 128, then division with the 

simultaneous determination of two digits of the quotient will always require 64 clock cycles, two registers 

(for storing 2B and 3B) instead of one register RGS, and three comparison circuits instead of one. Additional 

AND and OR logic gates will be required to transfer either B, or 2B, or 3B to the adder, depending on the 

comparison results. If m = 1024, then always 512 clock cycles and the same additional circuits will be 

required, but the bit capacity of these circuits will increase. 

When dividing integers, the bit capacity of the quotient (k+1) is always less than or equal to the bit 

capacity of the dividend (m). In the proposed method, the number of clock cycles depends only on the bit 

capacity of the quotient, and not on the bit capacity of the dividend. In the worst case (k+1) = m, for m = 128 

and m = 1024, the number of clock cycles during division will be 65 and 513, respectively. The execution 

time of the operation will increase by only one clock cycle compared to the method of simultaneously 

determining two bits of the quotient, which is 1.6% (if m = 128) and 0.2% (if m = 1024). The larger the bit 

capacity of the integers, the lower the percentage of time loss, and the greater the gain in hardware cost. 

The proposed method has a limitation: the bit capacity of divisor B should not exceed the bit 

capacity of the dividend 𝐴. This division device is not intended for use in systems without hardware cost 
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restrictions. The presented dividing device is designed to accelerate the division operation for large integers 

in computing systems that require optimal hardware costs. 

The research will continue by modeling the device in Vivado Design Suite computer aided design 

(CAD) based on the Artix-7 FPGA from Xilinx. The expansion of the problem aims to develop high-speed 

methods for performing arithmetic operations with optimal hardware costs. This will help to improve the 

reliability of the infrastructure and the fault tolerance of the digital society infrastructure. 
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