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 Technological advancement has spurred financial technology growth, 

transforming traditional financial operations into digital. Peer-to-peer (P2P) 

lending is a key fintech solution offering online loans, though it struggles with 

repayment issues due to customer financial instability. To overcome these 

challenges, XYZ is a startup that focuses on enhancing the efficiency of 

collections and communication with customers. XYZ necessitates the 

implementation of a collection intensity scoring (CIS) model and a prediction 

model for interaction on recommended communication channels in order to 

optimize the collection process. This study evaluates the performance of grid 

search and Bayesian optimization on random forest (RF) classification models 

and K-nearest neighbors (KNN) regressor prediction models. RF and KNN 

regressor algorithms optimization are necessary to enhance their performance 

in CIS classification and channel recommendation prediction. The research 

stages follow the cross industry standard process-data mining (CRISP-DM) 

framework, which consists of business understanding, data understanding, 

data preparation, modeling, and evaluation. The model performance is 

assessed by accuracy and mean absolute error (MAE). The results of this study 

show that Bayesian optimization surpasses grid search, enhancing the 

accuracy of the RF model to 98.34% and reducing the MAE of the KNN 

regressor model to 0.24530. 
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1. INTRODUCTION 

Technological advances, including the rise of Industry 4.0, have transformed various industries, 

particularly through the integration of artificial intelligence (AI). The cognitive capabilities of AI are driving 

profound innovations in business, particularly in the development of new products and services [1]. The 

financial sector has seen significant changes with the emergence of financial technology (fintech) companies. 

Among them, peer-to-peer (P2P) lending companies provide online loans to meet the daily needs of customers. 

According to data from the Financial Services Authority for the period of September 2023, the number of 

fintech P2P lending users in Indonesia has reached 121.955 million, and the number of P2P lending fintech 

companies in Indonesia under the supervision of the Financial Services Authority has reached 101 companies 

[2]. However, P2P lending companies are facing challenges in loan repayment, which has prompted efforts to 

remind customers of due dates. These challenges are further compounded by the changing behavior of 

customers in the current economic environment, which places greater demands on resources, especially 
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customer support. To address these issues, XYZ’s services are being utilized to enhance productivity in the 

collection and customer communication process. 

XYZ is a technology startup that provides digital solutions to enhance customer relationships. The 

company employs a collection intensity scoring (CIS) system, analogous to credit scoring, to assess the 

intensity of customer collections. To optimize the collection process, a model is developed to classify collection 

intensity using customer, loan, and communication channel interaction data. The customer collection intensity 

is classified into three categories, namely low, medium, or high. However, applying this broadly across all 

channels without knowledge of the customer’s interaction behavior can be inefficient and costly. Consequently, 

a predictive model is required to forecast the interactions that customers will respond to in their preferred 

channels. This enables XYZ to effectively target customers with tailored channel recommendations and predict 

the number of interactions. 

The issues described above indicate a need for a data mining solution that will enable the 

implementation of a model to fulfill the classification needs of CIS and provide recommendations regarding 

channels to PT. XYZ. Conventional machine learning models are inadequate because they necessitate 

hyperparameter optimization. This is a process of identifying the most optimal hyperparameters for a machine 

learning model. Therefore, the utilization of hyperparameter optimization may result in an enhanced model 

with enhanced performance. 

The machine learning algorithm utilized in this research is random forest (RF), applied to classify CIS 

in the context of credit scoring. Trivedi [3] achieved high accuracy with RF on German credit data using feature 

selection techniques, such as Chi-square (93.12%), Gain-Ratio (91.20%), and Info-Gain (90.90%). Furthermore, 

Xu et al. [4] demonstrated that RF achieved an accuracy of 98.4% for borrower default risk on a P2P platform in 

China, and Li and Chen [5] reported 81.05% on a lending club consumer credit loans dataset in Q4 2018. 

Additionally, the research employs the K-nearest neighbors (KNN) regressor for channel recommendations and 

customer interaction prediction. Patro et al. [6] introduced a hybrid action-related K-nearest neighbors (HAR-

KNN) method for product recommendations based on Amazon data. This incorporated the KNN algorithm and 

achieved a mean absolute error (MAE) of 0.7165 with 10 neighbors. Jena et al. [7] demonstrated that KNN 

produced the best performance with MAEs of 0.0130 in e-Learning course recommendation. This research also 

incorporates hyperparameter optimization, specifically grid search and Bayesian optimization, to refine model 

accuracy. Previously, Li and Chen [5] applied grid search to an RF model for credit loans, achieving an 

accuracy of 81.05%. Shams et al. [8] applied it to a KNN regressor model for water quality in India, achieving 

a MAE of 0.0009. Furthermore, Wang et al. [9] optimized an RF model with Bayesian optimization, achieving 

an accuracy of 99.30% in cyber-physical systems, while Lee et al. [10] employed the same method to optimize 

a KNN model, predicting rainfall erosivity in Italy and Switzerland with a MAE of 20.576 MJ mm ha-1 h-1. 

These research contributions include: (i) exploring the application of CIS classification and channel 

recommendation prediction, (ii) using customer data from a P2P lending company and communication 

channels provided by XYZ for the period July 2023 until December 2023, (iii) implementing classification and 

prediction models using the RF algorithm for CIS and KNN regressor for channel recommendation,  

(iv) optimizing the RF and KNN regressor models through hyperparameter optimization using grid search and 

Bayesian optimization, and (v) comparing the RF and KNN regressor models after grid search and Bayesian 

optimization implementations to determine the best optimization type for CIS and channel recommendation 

based on accuracy and MAE metrics. 

 

 

2. METHOD  

This research adheres to the stages delineated in the cross industry standard process-data mining 

(CRISP-DM) framework. The stages used include business understanding, data understanding, data 

preparation, modeling, and evaluation. However, the deployment stage is not employed, as this study is solely 

concerned with the comparison of optimization methods for the developed models. Furthermore, this research 

employs the extract, transform, load (ETL) process for the data preparation phase within the CRISP-DM 

framework. The workflow of the CIS and channel recommendation research is depicted in Figure 1. 

 

2.1.  Business understanding 

In the current phase of business understanding, the objectives of XYZ include the identification of 

customer intensity categories in the CIS system and the provision of appropriate treatment based on the 

recommended communication channels. Additionally, the collection of unpaid loan payments from P2P 

lending customers is a key objective. XYZ has had the CIS system since 2022 to assess customer billing 

intensity in P2P lending companies. However, there are issues with inaccuracies in the classification of billing 

intensity for customers. Additionally, the use of communication channels that are rarely used by customers can 

lead to increased business communication costs. Therefore, the classification of customer billing intensity and 
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the prediction of customer interaction numbers are needed to generate insights for the implementation and 

evaluation of billing treatment types for customers through the appropriate communication channels. 

 

 

 
 

Figure 1. Research workflow 

 

 

2.2.  Data understanding 

The data utilized in this study is comprised of secondary data from XYZ, which was provided in the 

form of tables spanning the period from July 2023 until December 2023. It predominantly encompasses 

detailed information regarding customer personal and loan information within a P2P lending company that 

uses the XYZ’s service. In addition, the data includes the number of interactions conducted by customer service 

with customers through each communication channel, such as email, robocall, SMS, and telephony. The data 

is processed using an ETL process, which produces the final table of P2P lending customer data for data pre-

processing. This process results in data consisting of thirteen features, as shown in Table 1. 

 

 

Table 1. P2P lending customer data 
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1 Male 26 4 0 1 0 5 SMS 1 2 0.0 1256000 

2 Male 37 29 22 2 0 53 Robocall 3 7 0.0 4043000 

3 Male 27 12 2 3 0 17 Email 1 1 0.0 623000 

 

 

2.3.  Data preparation 

The data preparation stage represents the initial phase of the data processing pipeline, preceding the 

model development phase. This stage encompasses two primary processes, such as ETL and data pre-

processing. The following sections provide an in-depth explanation of each data preparation process utilized 

in this research. These steps are essential to ensure that the input data is clean, structured, and suitable for 

effective model training and evaluation. 

 

2.3.1. Extract, transformation, load 

The ETL process is a sequence of structured operations, comprising the extract, transformation, and 

load phases, which are designed to facilitate the systematic processing of source data in order to transform it 

suitable for the intended use [11]. The extract step represents the initial stage of the ETL process, during which 

tables provided by XYZ in the form of comma-separated values (CSV) files are imported into the database. 

Transformation entails the combination of data from various sources, which generates multiple tables 

according to their respective data types. Data combination involves generating of unique identifiers such as 

user_id, which is incorporated into loan and interaction tables alongside data de-duplication. The subsequent 



TELKOMNIKA Telecommun Comput El Control   

 

Grid search vs Bayesian optimization for intensity scoring classification and … (Kelly Mae) 

1023 

process is data filtering based on specified conditions, followed by data aggregation to generate a final table. 

This final table is then exported in a CSV format, which is loaded for the purpose of data pre-processing. 

 

2.3.2. Data pre-processing 

Data pre-processing involves the cleansing of data that has been loaded from the ETL process. This 

may entail the identification of missing data, the conversion of data types, and the standardization of data. 

Additionally, there is data pre-processing for the classification approach, which encompasses feature 

engineering to create intensity category as target variable and data encoding. Subsequent to that is data pre-

processing for the prediction approach is conducted, which comprises data cleansing, data transformation, 

feature engineering to achieve recommended channel for each customer, data integration, data encoding, and 

data standardization. The pre-processed data has been divided into two parts, with 80% allocated for the 

training process, and 20% reserved for the testing process. This research employs the synthetic minority 

oversampling technique (SMOTE) after data splitting. SMOTE represents a technique for transforming 

imbalanced data into a balanced data set [4]. It employs oversampling to generalize the data distribution [12]. 

In the classification approach, SMOTE is applied to the training data in order to address the issue of imbalance 

within the dataset. 

 

2.4.  Modeling 

Modeling phase is conducted using two distinct approaches. The first is a classification approach, 

which involves developing a model using the RF algorithm for classifying customer collection intensity to low, 

medium, and high. In addition, a predictive approach is employed, whereby a model is created using the KNN 

regressor algorithm to predict the number of customer interactions in recommended channels. This research 

employs hyperparameter optimization techniques, namely grid search and Bayesian optimization, for both 

approaches. 

 

2.4.1. Random forest 

RF is an ensemble learning approach based on decision trees that was proposed by Breiman in 2001 

[13]. RF employs a supervised learning methodology, wherein information from a labeled dataset (training set) 

is utilized to make predictions and construct a model [14]. In the construction of the model, each decision tree 

selects a class for observations and predictions based on the class that receives the most votes [15]. 

RF classifier is a collection of structured tree classifiers, denoted by the set of functions 
{ℎ(𝑥, Θ𝑘), 𝑘 = 1, . . . }, where {Θ𝑘} are identically distributed random vectors. Each tree casts one vote for the 

most popular class for the input x. The aggregation process in RF occurs after the creation of the random vectors. 

In this process, an ensemble of classifiers, ℎ1(𝑥), ℎ2(𝑥), . . . , ℎ𝑘(𝑥), is created with training sets randomly drawn 

from the distribution of the random vectors Y, X [15]. A margin function is computed as in (1): 

 

𝑚𝑔(X, 𝑌)  =  𝑎𝑣𝑘𝐼(ℎ𝑘(𝑋)  =  𝑌)  −  𝑚𝑎𝑥𝑗≠𝑌 𝑎𝑣𝑘𝐼(ℎ𝑘(𝑋)  =  𝑗) (1) 

 

where 𝐼(∙) is the indicator function and 𝑎𝑣𝑘 is the average, ℎ𝑘(𝑋) = 𝑌 is the result of the classification, and 

ℎ𝑘(𝑋) = 𝑗 is the classification outcome with 𝑗 [16]. The margin function measures the extent to which the 

average votes in X, Y for the correct class exceed the average votes for other classes. The larger the margin 

obtained, the greater the confidence in the classification. The process of calculating generalization is performed 

after obtaining the margin function, where 𝑃𝑋,𝑌 indicates that the probability is above the space X, Y, and 

𝑚𝑔(X, 𝑌) is the margin function [15]. Generalization error is calculated as in (2): 

 

𝑃𝐸∗ =  𝑃𝑋,𝑌(𝑚𝑔(X, 𝑌)  <  0) (2) 

 

2.4.2. K-nearest neighbors 

KNN is a non-parametric, supervised machine learning algorithm utilized for classification and 

regression [17]. KNN was initially introduced by Evelyn Fix and Joseph Hodges in 1951 as a method of 

supervised learning and was subsequently developed by Thomas Cover [18]. KNN algorithm operates by 

measuring the distance between the input data and the k closest data points in the training set [19]. This research 

focuses on the use of the KNN regressor to predict the number of interactions on a recommended channel using 

Cosine distance. Cosine distance is a commonly used measure in machine learning algorithms to calculate the 

distance or similarity between two data points [20]. Initially, the cosine similarity is calculated to measure the 

correlation between two vectors. Cosine similarity is calculated as in (3) [21]. 

 

cos(𝑥,  𝑦) =  
𝑥∙𝑦

‖𝑥‖∙ ‖𝑦‖
 (3) 
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where (𝑥,  𝑦) denotes the angle between two vectors. The symbol 𝑥 ∙ 𝑦 denotes the dot product of the vectors 

x and y, while ‖𝑥‖ ∙  ‖𝑦‖ denotes the length of the vectors x and y. The cosine distance is calculated to produce 

values between 0 and 1. A value of 0 indicates that the distance obtained is close, thus indicating a high degree 

of similarity. Conversely, a value of 1 indicates that the distance obtained is far, thereby indicating a low degree 

of similarity. Cosine distance is performed as in (4) [7]:  

 

𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  1 −  𝑐𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (4) 

 

2.4.3. Grid search 

Grid search is a distinctive method of hyperparameter optimization that involves a comprehensive 

search of a predefined search space [5]. Grid Search aims to exhaustively search all possible combinations of 

hyperparameters within a given range or set of values. This is done by first creating a grid of all possible 

combinations of hyperparameters, and then training and testing the model on a validation or cross-validation 

for each combination [8]. 

 

2.4.4. Bayesian optimization 

Bayesian optimization is a method used to find the extrema of black-box functions [22]. It is useful 

for finding the optimal hyperparameters for a machine learning model. Bayesian optimization works well when 

the classification dataset is non-linear, complex, and noisy because the computation to identify costly 

hyperparameters can significantly impact model performance [23]. The Bayesian optimization process 

involves two main steps, such as estimating the black-box function from the data by a probabilistic surrogate 

model using Gaussian processes, known as the response surface, and maximizing an acquisition function to 

balance the exploration-exploitation tradeoff based on the uncertainty and optimality of the response surface 

[24]. Bayesian optimization incorporates prior information about the function f and updates posterior 

information that helps reduce loss and maximize model accuracy [23]. Gaussian process from Bayesian 

optimization is computed as in (5) [25]: 

 

𝑓(𝑥) ~ 𝐺𝑃(𝑚(𝑥), 𝑘(𝑥, 𝑥′)) (5) 

 

Gaussian process equation assumes a prior distribution as a multivariate normal distribution with a 

specific mean vector and covariance matrix. This equation includes x as a point in the input space, 𝑚(𝑥) as the 

mean function for the mean vector, and 𝑘(𝑥, 𝑥′) as the covariance function or kernel for each pair of points x 

and 𝑥′ for the covariance matrix. This kernel is chosen so that the points x and 𝑥′ have a high positive 

correlation, indicating that they should have more similar function values than points further apart. Next, the 

posterior probability function is computed as a conditional distribution to evaluate the value of 𝑓(𝑥) and predict 

it at some new points 𝑥∗. The calculation of this posterior probability distribution includes the posterior mean 

and the posterior variance, which are computed as in (6)-(8) [25]: 

 

𝑓(𝑥∗) | 𝑓(𝑋) ~ 𝐺𝑃 (𝜇𝑝𝑜𝑠𝑡(𝑥∗), 𝜎𝑝𝑜𝑠𝑡
2 (𝑥∗)) (6) 

 

𝜇𝑝𝑜𝑠𝑡(𝑥∗)  =  𝑘(𝑥∗, 𝑋)[𝑘(𝑋, 𝑋)  +  𝜎𝑛
2 𝐼]−1𝑌 (7) 

 

𝜎𝑝𝑜𝑠𝑡
2 (𝑥∗) =  𝑘(𝑥∗, 𝑥∗)  −  𝑘(𝑥∗, 𝑋)[𝑘(𝑋, 𝑋)  + 𝜎𝑛

2 𝐼]−1𝑘(𝑋, 𝑥∗) (8) 

 

As shown in (6) is the posterior probability distribution equation, where 𝜇𝑝𝑜𝑠𝑡(𝑥∗) is the posterior 

mean and 𝜎𝑝𝑜𝑠𝑡
2 (𝑥∗) is the posterior variance. The posterior mean in (7) is a weighted average between the prior 

mean 𝑚(𝑥) and the prediction based on the observed data 𝑓(𝑋), where the weights depend on the kernel. This 

equation includes 𝑘(𝑥∗, 𝑋) as the covariance between the prediction point and the observed points, 𝑘(𝑋, 𝑋) as 

the covariance between the observed points, and 𝜎𝑛
2𝐼 as the noise variance adjusted with the covariance 𝑘(𝑋, 𝑋) 

and Y as the observed target values. The posterior variance in (8) is computed by taking the prior covariance 

𝑘(𝑥, 𝑥′) and adjusting it by subtracting the variance from the observed data 𝑓(𝑋). 

The application of the acquisition function is then performed using the expected improvement to capture 

the expected value of the improvement and select x to maximize it [25]. The results of this application are used to 

update the Gaussian process statistical model [23]. Expected improvement is performed as in (9) [25]. 

 

𝐸𝐼(𝑥)  =  𝔼 [𝑚𝑎𝑥(𝑓(𝑥)  −  𝑓(𝑥+), 0)] (9) 
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where 𝔼 is the expected value taken from the posterior distribution of the score f, and 𝑥+ is the point with the 

best observed value [25]. 𝐸𝐼(𝑥) is positive if the predicted value is higher than the best observed value. In 

addition, 𝐸𝐼(𝑥) is set to zero [9]. 

 

2.5.  Evaluation metrics 

Evaluation metrics include the use of different types of metrics in the classification approach and the 

prediction approach. The classification approach involves the use of accuracy, precision, recall, and f1-score 

metrics. Meanwhile, the prediction approach consists of MAE, mean square error (MSE), and root mean square 

error (RMSE). The following is will be used to explain the evaluation metrics for each approach used in this 

study. 

 

2.5.1. Accuracy 

Accuracy is the proportion of all data that is accurately classified. The higher the accuracy value 

obtained from a model, the better the performance of the model. Accuracy can be obtained in (10): 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (10) 

 

where 𝑇𝑃 is true positive, 𝑇𝑁 is true negative, 𝐹𝑃 is false positive, and 𝐹𝑁 is false negative [3]. 

 

2.5.2. Precision 

Precision indicates how many samples are predicted to be positive or true positive. Precision consists 

of TP and FP. Precision can be obtained in (11) [4]. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (11) 

 

2.5.3. Recall 

Recall, or sensitivity in binary classification, indicates how many positive values in the sample are 

correctly predicted. Recall is composed of TP and FN. Recall can be obtained from (12) as follows [4]. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (12) 

 

2.5.4. F1-score 

F1-score is the harmonic mean of precision and recall [4]. In other words, f1-score is an effective way 

to measure the accuracy of a classification method by using the mean of precision and recall in its calculation 

[3]. F1-score can be calculated as in (13) [4]. 

 

𝐹1 =
𝑇𝑃

𝑇𝑃 + 
1

2
 (𝐹𝑃 + 𝐹𝑁)

 (13) 

 

2.5.5. Mean absolute error 

MAE is used to evaluate the measure between actual and predicted values. It indicates the difference 

between the target values and the predicted values [26]. MAE ranges from zero to infinity, with lower values 

defining better accuracy and infinity representing the maximum error in prediction rankings [6]. MAE can be 

computed as in (14). 

 

𝑀𝐴𝐸 =  
∑ |𝑋𝑖− �̂�𝑖

𝑛
𝑖=1

𝑛
 (14) 

 

where �̂�𝑖 is predicted value, 𝑋𝑖 is actual values, and 𝑛 is the number of observations [26]. 

 

2.5.6. Mean square error 

MSE is the square of the difference between the actual value and the evaluated value. Squaring is 

done to eliminate negative values. MSE can be calculated as in (15) [26]. 

 

𝑀𝑆𝐸 =  
∑ (𝑋𝑖− �̂�𝑖)2𝑛

𝑖=1

𝑛
 (15) 
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2.5.7. Root mean square error 

RMSE detects the level of error in a regression model and examines the size of the error relative to 

the size of the target values [26]. A lower RMSE value defines a better prediction accuracy of the results of the 

recommendation system (RS) [6]. RMSE is calculated as in (16) [26]. 

 

𝑅𝑀𝑆𝐸 =  √
∑ (𝑋𝑖− �̂�𝑖)2𝑛

𝑖=1

𝑛
 (16) 

 

2.6.  Statistical tests 

Statistical tests are used to analyze data that require assumptions for the results to be valid [27]. The 

primary purpose of statistical tests is to assess the validity of a claim or hypothesis about a model or parameter 

value based on the observed data [28]. In this study, statistical tests are divided into two types, such as Shapiro-

Wilk test and T-Test. 

 

2.6.1. Shapiro-wilk test 

Shapiro-Wilk test is one of the most important methods for testing the normality assumption [29]. 

Shapiro-Wilk test is used to determine whether a sample from a population comes from a normally distributed 

population [30]. Shapiro-Wilk test is performed as in (17). 

 

𝑊 =  
(∑ 𝑎𝑖𝑥(𝑖)

𝑛
𝑖=1 )

2

∑ (𝑥𝑖− �̅� )𝑛
𝑖=1

2  (17) 

 

where 𝑥(𝑖) are the sample values ordered from the smallest to largest, 𝑎𝑖 is constant obtained from the mean, 

variance, and covariance of the sequence statistic of a sample size 𝑛 from a normal distribution, �̅� is the sample 

mean, and n is the sample size [31]. 

 

2.6.2. T-test 

T-test is a statistical test used to compare the means of two groups [32]. In this study, a paired t-test 

is used to demonstrate the presence of a significant difference in performance between the compared models 

based on accuracy metrics and MAE. The paired t-test is useful when analyzing the same data set measured 

under two different conditions, the measurement differences on the same subject before and after treatment, or 

the differences between two treatments given to the same subject [33]. The calculation of the paired t-test is 

performed using (18). 

 

𝑑𝑖 =  𝑦𝑖  −  𝑥i (18) 

 

As shown in (18) shows the paired difference equation, or the difference between the corresponding 

observations from two samples, denoted by 𝑦𝑖  and 𝑥i, where 𝑖 represents one element in each pair of 

observations. The corresponding paired differences are treated as a variable, with the logic of the paired t-test 

and the one-sample t-test being identical. This equation is then included in the calculation of the mean of the 

difference and the standard deviation of the difference, as shown by (19) and (20) respectively [34]. 
 

�̅�  =  
∑ 𝑑𝑖 

𝑛
𝑖 = 1

𝑛
 (19) 

 

𝑠𝑑  =  √
∑ (𝑑𝑖 − �̅�)2𝑛

𝑖 = 1

𝑛 − 1
 (20) 

 

Based on the calculations using (19) and (20), 𝑑̅ is denoted as the mean, 𝑠𝑑 as the standard deviation, 

and 𝑛 as the sample size. The results of the calculations for the mean and standard deviation of the differences 

are used for the t-statistic, which involves dividing the mean of the difference (�̅�) by the standard error of the 

mean of the difference, denoted as 𝑠𝑑√𝑛 . The calculation of the t-statistic is shown in (21) [34]. 
 

𝑡 =  
�̅�

𝑠𝑑
√𝑛 

⁄
 (21) 
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3. RESULTS AND DISCUSSION  

The result stage presents the performance assessments of the conventional RF and KNN regressor 

models, as well as the models that have undergone the application of grid search and Bayesian optimization. The 

performance comparison of both models is based on specific evaluation metrics for each approach, with the 

objective of determining the best model. In order to ensure that the performance comparison of the models is 

conducted fairly, statistical tests such as the Shapiro-Wilk test and t-test are applied. This allows for the 

demonstration that there is a significant performance difference between the best model and the compared model. 

 

3.1.  Results of collection intensity scoring classification using random forest 

A comprehensive performance evaluation was conducted for all RF models, employing a set of 

predefined evaluation metrics, including accuracy, precision, recall, and F1-score. Additionally, an additional 

metric was utilized to assess the training time, expressed in seconds. As demonstrated in Table 2, the RF x 

Bayesian optimization model exhibited the most optimal performance, with an accuracy of 98.34%, precision 

of 98.54%, recall of 98.34%, f1-score of 98.40%, and a training time of 6.690 seconds. The accuracy values 

for each RF model type are presented in the accuracy comparison plot, which is shown in Figure 2. 
 

 

Table 2. Results of CIS classification using RF 
Model Accuracy Precision Recall F1-score Time (s) 

RF 98.15 98.42 98.15 98.25 1.611 

RF x grid search 98.21 98.42 98.21 98.28 7.718 

RF x Bayesian optimization 98.34 98.54 98.34 98.40 6.690 

 

 

 
 

Figure 2. Accuracy comparison plot 

 

 

3.2.  Results of channel recommendation prediction using k-nearest neighbors regressor 

The performance of all KNN regressor models was evaluated using a set of evaluation metrics, 

including MAE, MSE, and RMSE. In addition to these metrics, the training time in seconds was also 

considered. The results presented in Table 3 indicate that the KNN regressor x Bayesian optimization model 

exhibits the most optimal performance, with an MAE of 0.24530, an MSE of 0.12245, an RMSE of 0.34993, 

and a training time of 1.796 seconds. Furthermore, the MAE values for all KNN regressor models can be 

observed in the MAE comparison plot displayed in Figure 3. 
 

 

Table 3. Results of channel recommendation prediction using KNN regressor 
Model MAE MSE RMSE Time (s) 

KNN regressor 0.25005 0.12394 0.35205 0.010967 

KNN regressor x grid search 0.24754 0.12304 0.35077 9.737765 
KNN regressor x Bayesian optimization 0.24530 0.12245 0.34993 1.796227 

 

 

 
 

Figure 3. Mean absolute error comparison plot 
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3.3.  Results of shapiro-wilk test 

Shapiro-Wilk Test is employed in this study to assess the normality of the performance metric 

distribution of each model, with a focus on the accuracy of the RF model and the MAE of the KNN regressor 

model. The null hypothesis (H0) is used in the Shapiro-Wilk Test, which states that the data are normally 

distributed. In contrast, the alternative hypothesis (H1) posits that the data are not normally distributed. The 

interpretation of the test results is based on the p-value. If the p-value is greater than the significance level α of 

0.05, then H0 is accepted. Conversely, if the p-value is less than α, then the H0 is rejected and the H1 is 

accepted. The results presented in the Table 4, indicate that the p-values of all RF and KNN regressor models 

are greater than the α value. This implies that there is insufficient evidence to reject the null hypothesis 

concerning the normality of the accuracy metric distribution of all RF models and the MAE of all KNN 

regressor models. The test results are in accordance with the hypothesis that the accuracy metrics of all RF 

models and the MAE of all KNN regressor models follow a normal distribution. 

 

 

Table 4. Results of the shapiro-wilk test based on the accuracy metric from the rf model and the mae metric 

from the knn regressor model 
Classification Prediction 

Model W p-value Model W p-value 

RF 0.94345 0.6904 KNN regressor 0.96124 0.8166 

RF x grid search 0.90731 0.4516 KNN regressor x grid search 0.88427 0.3291 
RF x Bayesian optimization 0.96681 0.8544 KNN regressor x Bayesian optimization 0.97716 0.9189 

 

 

3.4.  Results of t-test 

T-test in this study is conducted in paired manner to determine whether there was a significant 

difference in performance between the best model and other models. The two best models to be compared were 

the RF x Bayesian optimization and KNN regressor x Bayesian optimization, with the metrics of accuracy and 

MAE, respectively. The H0 is that there is no significant difference in performance between the best model 

and other models. The H1 is that there is a significant difference between the best model and other models. 

The H0 will be rejected if the p-value is less than α of 0.05, indicating that there is sufficient evidence to accept 

the H1 and declare that there is a significant performance difference. Conversely, if the p-value is greater than 

α, then there is insufficient evidence to reject the H0. The results of Table 5 indicate that p-values greater than 

the significance level α were found in the RF x Bayesian optimization and KNN regressor x Bayesian 

optimization models compared to other models. This suggests that there is insufficient evidence to reject the 

H0, which states that there are no significant differences in the accuracy metrics of RF x Bayesian optimization 

and the MAE of KNN regressor x Bayesian optimization compared to other models. 

 

 

Table 5. Results of t-test based on the accuracy metric from the rf x bayesian optimization and the mae metric 

from knn regressor x bayesian optimization compared to other models 
RF x Bayesian optimization KNN x Bayesian optimization 

Compared model t p-value Compared model t p-value 

RF 0.94345 0.6904 KNN regressor 0.96124 0.8166 

RF x grid search 0.90731 0.4516 KNN regressor x grid search 0.88427 0.3291 

 

 

3.5.  Discussion 

This research employs the use of RF and KNN regressor algorithms, along with grid search and 

Bayesian optimization using customer data from a P2P lending company. This allows for the comparison of 

the results obtained with those of previous studies, as demonstrated in Table 6. In classification, the proposed 

RF model achieved 98.16% accuracy in 1.611 seconds, markedly better than the earlier 93.12% in 16.20 

seconds [3]. Similarly, another study reached 98.40% accuracy [4], underscoring consistent high performance 

in the P2P lending sector. The proposed RF x grid search model demonstrated superior performance to previous 

standards, achieving 98.22% accuracy [5]. Furthermore, the proposed RF x Bayesian optimization model 

exhibited enhanced performance, with an accuracy of 98.34% in 7.718 seconds, surpassing the former 90.33% 

in 4.348 seconds [9]. In prediction, the proposed KNN regressor demonstrated an MAE of 0.250051 at k=10, 

which represents an improvement upon the earlier MAE of 0.7165 [6]. The proposed KNN regressor x grid 

search achieved an MAE of 0.247545 at k=12, which contrasts sharply with a prior MAE of 0.0009 at k=1 [8]. 

The proposed KNN regressor x Bayesian optimization demonstrated substantial improvements in channel 

recommendation prediction with an MAE of 0.245308 at k=11 in 1.796 seconds. 
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Table 6. Comparison between the related works and the proposed classification and prediction models 
Classification Prediction 

Model Accuracy Time (s) Model k MAE Time (s) 

Trivedi [3] 93.12 16.20 Patro et al. [6] 10 0.7165 - 

Xu et al. [4] 98.40 - Jena et al. [7] - 0.0130 - 

Li and Chen [5] 81.05 0.8949 Shams et al. [8] 1 0.0009 - 
Wang et al. [9] 90.33 4.348 Lee et al. [10] 10 20.576 264 

Proposed RF 98.16 1.611 Proposed KNN regressor 10 0.25005 0.010 

Proposed RF x grid 
search 

98.22 7.718 Proposed KNN regressor x 
grid search 

12 0.24754 9.737765 

Proposed RF x 

Bayesian optimization 

98.34 6.690 Proposed KNN Regressor x 

Bayesian optimization 

11 0.24530 1.796227 

 

 

4. CONCLUSION  

This study compares the performance of RF and KNN regressor models, both in their conventional 

forms and after applying hyperparameter optimization with grid search and Bayesian optimization methods. 

The comparison focuses on two main evaluation metrics, such as accuracy for RF and MAE for KNN regressor. 

The results of this study conclude that both hyperparameter optimization methods enhance the performance of 

the conventional models. However, Bayesian optimization consistently yields superior results to grid search, 

both in improving accuracy for RF and in reducing MAE for KNN. Bayesian optimization application has 

increased the accuracy of RF to 98.34% and produced a lower MAE for KNN regressor at 0.245308. Therefore, 

the Bayesian optimization method is the recommended hyperparameter optimization for RF and KNN regressor 

models in CIS and channel recommendation research.  

The findings of this research suggest several recommendations for future studies related to CIS and 

channel recommendation. Firstly, the incorporation of a greater quantity of data can facilitate the model’s 

capacity to discern more generalized patterns, thereby enhancing its ability to generalize to novel data. 

Secondly, a more robust data pre-processing approach is required, including feature engineering, feature 

scaling, and feature selection, in order to reduce noise and complexity in the dataset. Third, an alternative 

approach to classification could be considered, such as the use of decision trees with pruning techniques or 

boosting algorithms, such as extreme gradient boosting (XGBoost) or light gradient boosting machine 

(LightGBM) to reduce the risk of overfitting by using regularization. Additionally, it is recommended that the 

model be refined by exploring a wider range of hyperparameter values from grid search and Bayesian 

optimization methods in order to identify the optimal hyperparameter combination for optimal model 

performance. 
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