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ABSTRACT

Normal people’s interaction and communication are easier than those with dis-
abilities such as hearing and speech, which are very complicated; hence, the
use of sign language plays a crucial role in bridging this gap in communication.
While previous attempts have been made to solve this problem using deep learn-
ing techniques, including convolutional neural networks (CNNs), support vector
machine (SVM), and K-nearest neighbours (KNN), these have low accuracy or
may not be employed in real time. This work addresses both issues: improving
upon prior limitations and extending the challenge of classifying characters in
Indian sign language (ISL). Our system, which can recognize 23 hand gestures
of ISL through a purely camera-based approach, eliminates expensive hardware
like hand gloves, thus making it economical. The system yields an accuracy of
97.5% on the training dataset, utilizing a pre-trained VGG16 CNN optimized by
the Adam optimizer and cross-entropy loss function. These results clearly show
how effective transfer learning is in classifying ISL and its possible real-world
applications.
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1. INTRODUCTION
Good communication is essential for human interaction; this allows us to share various ideas and

build relationships, thus improving understanding. Sign language plays an important role in deaf and hard-
hearing communities, as sign language is the main means of communication [1]. These problems may limit
these people from good learning opportunities and cause them to miss important information like news and
announcements. These automatic sign language systems can help people communicate with other people,
thus reducing the communication gap between them. How would it feel to live in a world where we can
communicate with every person regardless of their disabilities? Automatic sign language recognition is a way
to break the communication barriers to a more friendly society [2]. Various works have been presented in deep
learning [3], especially in convolutional neural networks (CNNs) [4], [5]. These algorithms perform remarkably
in different tasks, from image classification to object detection to image segmentation and generation. CNNs
are good at recognizing patterns, which makes them useful for applications like sign language recognition [6],
[7]. For this sign language recognition, a large amount of data is needed for training, which is where the
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primary problem occurs. Such datasets are limited; moreover, finding a standard sign language dataset for a
specific sign language type, like Indian sign language (ISL) or American sign language, is challenging [8].

This research uses a deep learning technique called transfer learning, a proper learning technique
to achieve good results for automatic sign language classification for ISL. Transfer learning focuses on the
knowledge acquired by a pre-trained model on a large dataset and uses it for a new task with a limited dataset.
The pre-trained model is a CNN called VGG16 [9]. CNNs are known for their better performance in image
recognition tasks. VGG16, a pre-trained model on a large image dataset like ImageNet, has already learned
many features for identifying patterns and shapes within an image [10]. By using this pre-trained model, the
research aims to achieve a better way for ISL classification without needing to train a CNN from scratch on
a smaller ISL dataset, which will lead to poor accuracy and poor classification. This approach is better than
training a model from scratch as training complex CNNs [11], [12] requires extensive and better computational
resources and a lot of labeled data, both of which can be limited for specific sign languages like ISL.

This system can be helpful in various fields. Sign language recognition systems in educational insti-
tutions can create a more friendly and understandable environment for students [13]. What if classrooms were
installed with real-time translation between sign and spoken language, thus improving student and teacher
communication? This makes ordinary people not only understand sign language using people but also being
able to help those people further wherever needed. Deaf students can access lectures, participate in discus-
sions more appropriately, and compete with other ordinary people. This helps normal people learn how to use
sign language and deaf culture. Additionally, these systems can be used to create educational resources for
deaf learners, such as sign language tutorials or educational videos with sign language understanding. Sign
language recognition can, however, increase communication in public spaces like hospitals, airports, and news
broadcasts. Hospitals can utilize these systems to clearly and adequately understand communication during
consultations and emergencies. Airports can provide real-time sign language translation for announcements
and flight information, helping navigation for deaf and hard-of-hearing travelers. News broadcasts can use this
sign language interpretation alongside spoken news, providing equal access to information for the deaf com-
munity. These applications can help deaf and hard-of-hearing individuals facing challenges navigate public
services confidently and independently. Different cross-lingual sign language recognition [14] can also help
these people communicate with similar people with disabilities from various places.

Section 1 represents a brief introduction and section 2 iterates through the short literature review
report with different types of tables proposed in the literature. Section 3 outlines the proposed methodology
and design. Section 4 analyzes and discusses performance evaluation. Finally, section 5 is the conclusion,
briefly summarizing the proposed model.

2. LITERATURE REVIEW
Mohan et al. [15] researched the ISL character recognition system. The researchers used a dataset

with 33 characters that excluded specific characters like ‘1’ and ‘2’ since they use the same sign as the letters.
They have at least 600 images of each of the characters. Their training ratio is 8:1:1. Their system then
performs skin segmentation, in which if the max value passes a threshold, that value is used as a parameter
else. It is termed as zero. They pass those images through the thresholding and blue function, and then the
threshold is used as a mask to generate the results. Every Image is converted using the Keras model and resized
to a range of 255. Image arrays are generated and initially hold a shape of (64,64,3). Data augmentation is
used to increase the variance in the images. The researchers have trained a CNN model with 20 epochs and a
batch size of 500. These models were experimented with to obtain good accuracy by the researchers. A team of
other researchers where a gesture is used as an input to the system [16]. Their dataset consisted of both word-
level gestures and finger spellings. They have recognized 17 letters of the English characters. Segmentation is
performed on the dataset based on color to detect the sign’s shape. A binary image is created further. Neural
networks and support vector machine (SVM) models are used for classification. The researchers have used
an artificial neural network and SVM presented by the researchers [16]. Finally, the artificial neural network
classifies the sign with an average of 94.3% and the SVM classifier uses 92.12% accuracy. These researchers
present sign language recognition in a specific language, ISL [17]. It identifies 33 hand gestures and poses
from the ISL. The system uses a camera to capture the images, and then the frames are transferred to a remote
server for further processing. These researchers have used techniques like face detection, object stabilization,
and skin color segmentation for hand detection and tracking. The tracking of the hand is performed in each
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image frame. The features, once recognized, are sent to the classifier to recognize. Thus, the output is sent
back to the android device after recognition. The gestures are classified using the hand poses followed by their
immediate motion. Then, the model uses Hidden Markov model chins for gesture classification according to
the 12 previously defined in the ISL. After the hand detection, the poses are classified using the K-nearest
neighbors (KNN) algorithm [17]. Using this method, the accuracy achieved is 99.7% for static hand poses
and 97.23% for gesture recognition. The researchers in the paper [18] implement a solution for sign language
recognition. They used a camera as input, displaying the detected output in the system. The system uses a
dataset of about 600 training images and 80 testing images for each number. The photos are in a grayscale
format with 28x28. The activation functions used are Relu and SoftMax. Ten epochs were calculated with
its training accuracy and validation accuracy. The model received about 95% accuracy for their model. The
dataset used by these researchers is self-made, with 7800 images [19]. The images are rescaled to 80x60 pixels.
They have used CNN. They have also used activation functions like Relu and SoftMax. The accuracy achieved
is 99%, which could be an overfitting model. These researchers use YOLOv3 [20] for object detection and
darknet-53 CNN [21]. Their system was tested with 16 signs for image and 7 video inputs. Their accuracy for
static and dynamic signs is 95.7% and 93.1%. These researchers divided 10400 images with 26 classes into
4:1 ratios, with approximately 400 images for each class [22]. They have used pre-trained models like VGG16,
VGG19, ResNet, and DenseNet with Inception V3 and MobileNet V2. They have received 99% for the training
dataset and 83% for the test set for the VGG16 model [23]-[25].

3. METHOD
The critical steps in the proposed sign language recognition system are some preprocessing steps

for images, namely, noise reduction and resizing, that make the dataset ready to be analyzed effectively and
efficiently. The image is then resized to 224x224 pixel. The input size needed by the pre-trained VGG16 is
utilized for feature extraction. The convolution layers of VGG16 recognize and encode the important features
of hand gestures. These features are further used in the final step of the sign classification process, which takes
the help of a pre-trained network to make the right sign prediction.

3.1. Image processing
Image preprocessing is crucial before leveraging images for applications such as sign language recog-

nition, as seen in Figure 1. As described, data must be cleaned and arranged appropriately for analysis. This
is also interpreted to mean image preprocessing, in which the images are appropriately formatted for use in the
computer vision algorithm. This may range from removing background noise to resizing images. Preprocess-
ing is vital since it improves the quality of input data so that the model will concentrate on the right features;
it reduces unnecessary noise in data such that, given such noise reduction, the model can learn more efficiently
toward better recognition accuracy.

3.2. Normalization
Images are pixel grids, where each pixel carries a numerical value to describe intensity and color,

which changes with the type of image format. CNNs face technical challenges when processing raw data in
such forms that are essentially pixel values but inconsistent, not to forget problems in activation functions.
Thus, normalization is scaled by bringing the pixel values into a standard range. In this particular case, the
function ToTensor() takes the pixel values that range from 0 to 255 for typical grayscale images and thus makes
a conversion into the desired PyTorch tensor between 0 and 1.

3.3. Resizing
Without size resizing, images tend to increase computational complications while training CNNs,

such as increased complexity and difficulty in finding patterns. To overcome this, images are resized to have
the same dimensions. The images are resized to 224x224 pixels in this system. Such a size is used as the
images have to be sized this way to fit the requirement of the pre-trained VGG16 architecture. The same will
be compatible with the pre-trained model if its dimensions are kept the same.

3.4. Feature extraction
Feature extraction acts as a bridge between the preprocessed video and recognizing the signs. Imagine

the system looking at a video frame of a hand gesture. Feature extraction, powered by a CNN, is like showing
the system a detailed analysis of that frame. CNN doesn’t just look at the overall image; it automatically
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identifies key aspects like finger shapes, hand location, and orientation. These become the ”features” - a
compressed and informative summary of the hand gesture. This allows CNN to learn the essence of each sign,
preparing the system for the final stage where it can accurately classify the sign language symbol. VGG16’s
core functionality lies in its convolutional layers. These layers perform convolutions, essentially sliding learned
filters across the image. These filters activate based on specific patterns they encounter in the image data. The
filters progressively extract features as the image data progresses through these layers. They identify low-level
features like edges, lines, and basic shapes. Subsequent layers then build upon these, combining them into
more complex features. This process continues, allowing the network to learn highly relevant features for sign
language recognition.

Figure 1. Process flow of the system

3.5. Sign classification
In the final stage, sign classification, the system leverages a pre-trained neural network like VGG16.

This network inputs the feature vector, encoding the hand gesture’s key characteristics. During training, VGG16
learned to associate specific patterns within these feature vectors with particular signs from your dataset. Now,
VGG16 analyzes the current frame’s feature vector and assigns a probability score to each sign in its vocabulary.
The system then outputs the sign with the highest score as the recognized sign, representing its best hand gesture
interpretation based on its learned features.

3.6. Dataset details
A public dataset is downloaded from Kaggle (https://www.kaggle.com/datasets/soumyakushwaha/

indian-sign-language-dataset) with 23 classes for training and testing. The signs in the dataset are for the
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alphabet: A, B, C, D, E, F, G, I, K, L, M, N, O, P, Q, R, S, T, U, V, W, X, and Z. To simulate the actual scenario
of communication, Gaussian noise was added to every image with blurred and cluttered, colorful backgrounds.
The dataset consists of 702 images, each having a resolution of 126x126 pixels. Figures 2 and 3 represent
some examples from the dataset. Of the 702 images, 600 images were randomly selected for training, while
the remaining 102 images, approximately 14.5% of the dataset, were used for validation.

Figure 2. Data for training

Figure 3. Dataset used for the testing of the system
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3.7. Model details
In the sign language recognition system, VGG16 forms the main framework both for feature extraction

and classification. This pre-trained CNN model contains convolutional layers, which apply small filters across
images to detect the patterns and features. During training, the large dataset was given to VGG16, starting from
simple features such as edges and lines which formed more complex patterns. As seen, VGG16 has interleaved
pooling layers between its convolutional layers, as shown in Figure 4. These pooling layers shrink the sizes of
the images while maintaining essential features. Consequently, the resulting feature vector captures the unique
characteristics of the image.

Figure 4. VGG16 convolution layers architecture

Activation functions like ReLU are critical in helping the model learn complex patterns, process data
efficiently, and make accurate predictions. ReLU, one of the most widely used activation functions in the hidden
layers of neural networks, is computationally less expensive than alternatives like tanh and sigmoid. Another
key activation function used in the output layers is SoftMax, as described in (1). SoftMax is particularly useful
for classifying images, as it handles multiple classes by assigning probabilities to each.

f(x) = softmax(zi) =
ezi∑N
j=1 e

zj
(1)

Here, z represents the raw outputs of the neural network, and e ≈ 2.718. The ith entry in the SoftMax
output vector corresponds to the predicted probability of the input belonging to class i. The model is compiled
using Adam optimization and cross-entropy loss. During training, the model undergoes 10 epochs, tracking
metrics like training accuracy, training loss, validation accuracy, and validation loss, as seen in Table 1. The
model undergoes 10 epochs during training. These metrics provide insights into the model’s learning progress.

Table 1. Evaluation metrics
Epoch Train loss Valid loss Train accuracy (%) Valid accuracy (%)

0 3.18 3.06 5.50 12.75
1 2.77 3.23 15.00 19.61
2 1.33 3.11 39.50 38.24
3 1.0 2.0 67.00 57.84
4 0.54 0.84 84.33 61.76
5 1.56 0.54 91.00 68.63
6 0.63 1.23 95.33 74.51
7 0.02 0.83 95.33 76.47
8 0.12 1.26 96.67 68.63
9 0.82 0.09 97.50 76.47

4. RESULTS AND DISCUSSION
During training, the system continuously adjusts the internal parameters of the neural network to

improve its ability to classify signs. The Adam optimizer plays a vital role in this process. It’s an optimization
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algorithm that efficiently updates these parameters based on the network’s errors during training. Adam helps
the network learn and improve its sign recognition accuracy by iteratively refining these parameters. During
training, the loss function measures how well the network’s predictions (recognized signs) match the actual
signs. The cross-entropy loss function in the system likely calculates the difference between the predicted
probability distribution (scores assigned to each sign) and the ideal distribution. Minimizing this cross-entropy
loss is the goal during training, as it guides the Adam optimizer to adjust the network’s parameters in a direction
that leads to better sign classification. This uses Python as a base language for programming. It uses the main
libraries like NumPy, pandas, and pytorch. Torch cuda can also be used to execute the program. When training
the model, accuracy and loss in model validation data could vary with different cases. In typical cases, the loss
decreases, and the accuracy increases as the epoch increases. Three other cases depict the results generated; i)
if the validation loss increases and validation accuracy depletes, the model will not learn, ii) the model could
be overfitting if the validation loss and accuracy increase, and iii) if the validation loss starts decreasing and
validation accuracy increases, the data is being trained correctly. In this system, a section is included that makes
predictions on the validation set and provides the result, as shown in Figure 5. The validation data is the unseen
data for the training set, and it predicts the sign and prints the class label based on the model’s prediction. By
using this, good insight is provided during the training and testing.

Figure 5. Testing image with actual label as ‘U’ and predicted label as ‘U’

We evaluated the model on the validation set that produced the next results: Figure 6: training and
validation accuracy, Figure 7: training and validation loss, Figure 8 and Table 1 illustrating training and valida-
tion performance and increasing accuracy and loss with the course of time. Furthermore, Figure 9 is real-time
images captured to make predictions. Here again, the model was correct in recognizing signs for ”V” and ”O,”
even though there were two separate gestures for ”O” . The bottom of each image shows the prediction made.

Figure 6. Training loss and validation loss

Real time Indian sign language recognition using transfer learning with VGG16 (Sumit Kumar)
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Figure 7. Training accuracy and validation accuracy

Figure 8. Overall training and loss

Figure 9. Real-Time predicted outputs of the model (letter O and V)
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5. CONCLUSION
In conclusion, this sign language recognition system effectively translates sign images into text or

speech, bridging the communication gap between individuals with disabilities and the broader community. In
this paper, a training model utilizing the pre-trained VGG16 CNN is developed. The model achieves an accu-
racy of approximately 97%. Future work can focus on expanding the dataset to enhance the model’s accuracy
further. Additionally, incorporating advanced image processing techniques can improve the system’s perfor-
mance, leading to more precise and reliable sign language recognition. The proposed method demonstrates
the potential of leveraging transfer learning and deep learning for accessible and cost-effective communication
solutions.
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