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 This paper employs machine learning (ML) algorithms to identify and 

classify spam emails. The Harris Hawks optimization (HHO) algorithm can 

detect the crucial features that distinguish spam from ham emails. The HHO 

algorithm decreased the number of features in the ISCX-URL2016 spam 

dataset from 72 to 10. Implementing this will enhance the efficiency and 

cognitive acquisition of the ML algorithms. The decision tree (DT), Naive 

Bayes (NB), and AdaBoost algorithms are evaluated and contrasted to 

identify spam emails. The random search algorithm is used to optimize the 

significant hyperparameters of each algorithm for the specific task of spam 

identification. All three ML algorithms showed exceptional accuracy in 

detecting spam emails during the conducted testing. The DT algorithm 

attained a remarkable accuracy rate of 99.75%. The AdaBoost algorithm 

ranks second with an incredible accuracy of 99.67%. Finally, the NB 

algorithm attained an accuracy of 96.30%. The results demonstrate that the 

HHO algorithm shows promise in recognizing the crucial features of spam 

emails. 
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1. INTRODUCTION 

Email is a widely used and effective means of online communication and sharing data or messages 

[1]. Due to email’s importance and widespread use, spam emails have grown dramatically. Spam emails are 

unsolicited emails that contain a range of contents, such as advertisements, unsafe hyperlinks, Trojans, and 

malware [2], [3]. Email spam wastes time, consumes server storage, and obstructs communication channels 

until the recipient takes the necessary action. Eliminating spam emails may accidentally delete a vital one  

[2], [3]. Spammers send unsolicited emails to perpetrate email fraud; therefore, it is crucial to separate spam 

emails from legitimate ones using email filters. The current spam filters use machine learning (ML) 

techniques to counter spam emails [4], [5].  

ML techniques can learn from the available spam training data to predict future spam emails. 

Supervised learning is a type of ML used with labelled data such as spam emails [6]. Several supervised 

learning techniques can be used to classify spam from ham emails, including decision tree (DT), Naive Bayes 

(NB), and AdaBoost [6], [7]. The supervised learning techniques use spam and ham email data to build a 

supervised learning model. The model contains several rules that distinguish spam and ham based on the 

email features. The more accurate the email features are, the better the performance of the supervised 

https://creativecommons.org/licenses/by-sa/4.0/
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learning model will be [4], [6], [8]. The email data contains a significant number of features. Some features 

are crucial to distinguishing spam and ham, while others are less important or irrelevant. ML can use so-

called feature selection techniques to find the key features that can be used to classify incoming emails (spam 

or ham) [9], [10].  

The feature selection process removes redundant and irrelevant features from the email data to 

improve the predictive accuracy of spam filter software. Several feature selection algorithms have been used 

with email data to find its key features. In recent years, metaheuristic algorithms have been widely used to 

solve optimization problems, including finding the optimal subset of features from extensive email  

data [9], [11]. In this paper, the Harris Hawks optimization (HHO) algorithm will be used to find the key 

features that can be used to distinguish spam from ham emails [9], [12]. The widely known ISCX-URL2016 

spam dataset will be used as a benchmark for email data [13]. The efficiency of the resulting subset will be 

tested using three common supervised learning techniques, namely DT, NB, and AdaBoost. In addition, the 

hyperparameters of these three techniques will be tailored to achieve the best performance and suit the 

problem at hand. 

Several works have been proposed for spam detection. Rathi and Pareek [14] investigate a variety of 

ML algorithms for the spam dataset, keeping in mind the ultimate objective of determining the most effective 

ML algorithm for spam email categorization. Researchers evaluated the effectiveness of several different 

algorithms, both with and without the use of feature selection algorithms. The initial phase of the process was 

testing all algorithms on the entire dataset without selecting any features. After that, the Best-First feature 

selection technique was utilized to identify the desired features, and afterwards, several different classifiers 

were used. The findings demonstrated that applying the Best-First feature selection method increases 

accuracy. The random forest algorithm attained the highest accuracy of 99.72% among all the algorithms 

applied. In comparison, the NB algorithm has attained the lowest accuracy of 78.93%. 

Ravi et al. [15] studied the detection of malicious uniform resource locators (URLs) by conducting a 

comparative examination of several different deep learning-based character-level embedding (DL-CLE) 

models. Concerning accuracy, every DL architecture possesses some degree of differentiation. On the other 

hand, the models that were put through their paces performed well and attained a detection rate of between 

93 and 98% for malicious URLs, with a false positive rate of 0.001. This suggests that even if the DL-CLE 

models can identify 970 malicious URLs, they will only classify one non-malicious URL as malicious. The 

DL-CLE models performed better than the other models across all test cases. All DL-CLE models can deal 

with malicious URL drifting and provide a reliable solution in an unreliable environment. 

Le et al. [16] suggest an end-to-end DL framework that they term URLNet. This framework aims to 

train nonlinear URL embedding and detect fraudulent URLs at the URL level. According to this method, the 

model can capture multiple sorts of semantic information, which was not achievable with the previously 

available models. In addition, advanced word embeddings are advocated as a potential solution to the issue of 

an excessive number of uncommon words being noted. Extensive experiments are carried out on a massive 

dataset, demonstrating a significant performance improvement over existing approaches. In addition, a 

component analysis study is carried out to assess the overall performance of the URLNet components. 

 

 

2. METHOD 

This section discusses the proposed method for detecting spam emails. First, the ISCX-URL2016 

dataset will be presented. Then, the HHO Algorithm used for feature selection will be addressed. Finally, the 

algorithms used for the classification process will be elaborated on. 

 

2.1.  ISCX-URL2016 spam dataset 

The data inside the ISCX-URL2016 dataset ought to be in a format suitable for ML algorithms. Data 

preprocessing is a crucial step involving transforming raw data into a refined dataset before inputting it into 

ML algorithms [17], [18]. The data format must be appropriate to achieve optimal outcomes from the ML 

algorithms utilized. For instance, the majority of ML algorithms cannot handle null values. Therefore, it is 

necessary to preprocess the ISCX-URL2016 dataset. The ISCX-URL2016 dataset contains numerous features 

with null values. These features have been excluded from the dataset, reducing the total number of features 

from 79 to 72. Second, as seen in Table 1, many of the dataset’s features include values dispersed across a 

large range of values [17], [18]. These values have been condensed into relatively tight ranges by utilizing 

the Min-Max scaling normalizing approach [11], [19]. Table 2 presents samples of the ISCX-URL2016 spam 

dataset before and after the normalization process. Last but not least, the most significant features are 

selected (those providing the highest level of performance), and the remaining features are removed, as 

detailed in the following subsection. 
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Table 1. Sample of the ISCX-URL2016 spam dataset 
# Feature Min value Max value 

1 Query_LetterCount -1 1173 
2 URL_Letter_Count 15 1202 

3 LongestPathTokenLength 0 1393 

4 pathLength 1 1402 
5 Query_LetterCount -1 1173 

6 Querylength 0 1385 

 

 

Table 2. Instances of the ISCX-URL2016 spam dataset before and after normalization 
# Before normalization After normalization 

1 5.5, 0, 2, 7, 2 0.318182, 0, 0, 0.049296, 0 

2 5,0, 3, 8, 3 0.272727, 0, 0.333333, 0.056338, 0.333333 

3 4, 2, 2, 11, 2 0.181818, 0.001444, 0, 0.077465, 0 
4 4.5, 0, 2, 10, 2 0.227273, 0, 0, 0.070423, 0 

5 6,19, 2, 5, 2 0.363636, 0.013718, 0, 0.035211, 0 

 

 

2.2.  Feature selection using Harris Hawks optimization algorithm  

HHO algorithm is a population-based method that was recently introduced. This technique is 

derived from the cooperative behaviour exhibited by Harris Hawks birds. Figure 1 shows HHO hunting 

behavior. The HHO method thoroughly searches the design variable space during the exploration phase. This 

method is predominantly reliant on the interaction among several applicants. In addition, the HHO method 

involves conducting a localized search using the knowledge gained from the previous phase to enhance the 

quality of existing solutions. The HHO system has a phase conversion controller that utilizes an energy 

parameter to effectively and automatically optimize the balance between exploration and exploitation. HHO 

exhibits superior local search skills compared to existing algorithms due to its diverse improvement 

methodologies. Moreover, the HHO method outperforms other algorithms in numerical benchmark testing 

because it effectively balances exploiting and exploring, resulting in a high-quality solution and accelerated 

convergence rate [9], [12]. 

 

 

 
 

Figure 1. HHO hunting behavior [9] 

 

 

The HHO technique selects only those features that significantly impact the detection of spam 

instances from the ISCX-URL2016 dataset. Out of 72, the HHO algorithm selected only 10 features. These 

features are tld, dld_getArg, pathurlRatio, ArgUrlRatio, pathDomainRatio, NumberofDotsinURL, 

CharacterContinuityRate, Filename_LetterCount, NumberRate_Domain, and NumberRate_DirectoryName. 

 

2.3.  Classification algorithms  

2.3.1. Decision tree classification algorithm 

DT is a tree-like model that uses attribute values to classify the provided datasets. A DT’s node 

displays an attribute along with any relevant edges. Every edge joins a node with a leaf or two nodes 

together. A decision value explains a leaf to identify the input data class. The primary problem using DT in 

spam detection is figuring out which attributes to use to divide the datasets efficiently. During the test phase, 

newly incoming data can be classified according to decision values using a DT built from pre-classified data 

from the training phase [20]. Several hyperparameters impact the DT algorithm’s performance. These 

hyperparameters have been tuned using the random search algorithm [21]. Table 3 shows the values of these 

hyperparameters. 



                ISSN: 1693-6930 

TELKOMNIKA Telecommun Comput El Control, Vol. 23, No. 2, April 2025: 447-454 

450 

Table 3. Hyperparameters of the DT algorithm 
# Hyperparameter Description Value 

1 criterion The quality of a split gini 
2 max_features Chooses the split at each node sqrt 

3 max_depth Maximum depth of the tree  8 

4 min_samples_split Minimum number of samples to split  6 
5 min_samples_leaf Minimum number of samples at a leaf node 4 

 

 

2.3.2. Naive Bayes classification algorithm 

An NB is a straightforward probabilistic algorithm that relies on the Bayes theorem’s intense (naive) 

independence assumptions from Bayesian statistics. The NB algorithm has the benefit of requiring less 

training data to estimate the parameters needed for classification. In many real-world applications, it works 

surprisingly well, even though it makes the strong assumption that all features are conditionally independent 

given the class. With a known structure, this algorithm uses training data to construct class and conditional 

probabilities as part of its learning process. New observations are then classified based on the values of these 

probabilities. NB is appealing because it has a solid theoretical foundation that ensures optimal induction 

with clear assumptions [22]. Several hyperparameters impact the NB algorithm’s performance. These 

hyperparameters have been tuned using the random search algorithm. Table 4 shows the values of these 

hyperparameters. 

 

 

Table 4. Hyperparameters of the NB algorithm 
# Hyperparameter Description Value 

1 alpha Additive smoothing parameter 1.0 

2 class_prior Prior probabilities of the classes None 

3 fit_prior Whether to learn class prior probabilities True 

 

 

2.3.3. AdaBoost classification algorithm 

The adaptive AdaBoost algorithm gradually transforms a weak classifier into a reliable and effective 

one. Each cycle uses the weak classifier to classify the values in the training dataset. All the data values are 

assigned equal weights at the start of the training process. Nevertheless, with each subsequent cycle, the 

weight of the incorrectly categorized data points increases, making the classifier in that cycle rely more on 

them. As a result, this indicates a drop in the classifier’s global error, creating a more robust and effective 

classifier [23]. Several hyperparameters impact the AdaBoost algorithm’s performance. These 

hyperparameters have been tuned using the random search algorithm. Table 5 shows the values of these 

hyperparameters. 

 

 

Table 5. Hyperparameters of the AdaBoost algorithm 
# Hyperparameter Description Value 

1 n_estimators Number of weak learners to use 200 

2 learning_rate Shrinks the contribution of each weak learner 0.1 
3 algorithm Algorithm to use ‘SAMME.R’ 

4 base_estimator The base estimator from which the boosted ensemble is built DT(max_depth=3) 

5 random_state Controls the randomness of the estimator 123 

 

 

3. RESULTS AND DISCUSSION 

This section presents and discusses the results. Three ML algorithms with tuned parameters (see 

subsection 2.3) are used: DT, AdaBoost, and NB. The results were attained using a PC with the following 

software and hardware specifications: Acer Aspire E5-575G model, Windows 10 Pro, 64-bit O.S system 

type, Intel Core i5-7200 CPU (2.50 GHz speed, 2 Cores, and 4 Threads), 16 GB RAM, and Python 

programming language. 

The performance metrics are based on the confusion matrix (Figure 2). A confusion matrix 

summarizes the number of right and wrong predictions made in a classification issue, broken down by class 

and summarized with count values. The performance metrics used are accuracy, recall, precision, and  

F1-score. Accuracy (1) is the dataset’s number of correct spam and ham classifications. Precision (2) is the 

ratio of true positive to the sum of false positive and true positive. Recall (3) is the ratio of true positive to the 

sum of false negative and true positive. F1-score (4) is a measure of classification accuracy on a dataset that 

provides a balance between precision and recall [6], [24], [25]. 
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Figure 2. Confusion matrix 

 

  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 (2) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒×𝑅𝑒𝑐

𝑃𝑟𝑒+𝑅𝑒𝑐
 (4) 

 

Figures 3 to 6 show the accuracy, recall, precision, and F1-score, respectively. The results achieved 

by the DT algorithm for all metrics are 99.75%. The results achieved by the NB algorithm are as follows: 

accuracy is 96.30%%, recall is 96.30%%, precision is 96.19%, and F1-score is 96.10%, respectively. The 

results achieved by the AdaBoost algorithm for all metrics are 99.67%. The DT achieved the highest results 

of the three algorithms with all metrics, outperforming the NB by 3.45% with accuracy and recall, 3.65% 

with F1-score, and 3.56% with precision, and outperformed AdaBoost by 0.08% with all metrics. 

 

 

  
 

Figure 3. Accuracy of the HHO algorithm 

 

 

  
 

Figure 4. Recall of the HHO algorithm 
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Figure 5. Precision of the HHO algorithm 

 

 

  
 

Figure 6. F1-score of the HHO algorithm 

 

 

4. CONCLUSION 

Spam emails are one of the threats that companies must face. Attackers exploit spam emails to 

spread various types of attacks. In this paper, the ML algorithms are employed to mitigate the spread of the 

spam emails. First, the HHO algorithm is utilized to identify the key features that help to distinguish spam 

from ham emails. The HHO algorithm has reduced the 72 features of the ISCX-URL2016 spam dataset to 

only ten features. Three well-known ML algorithms have been used to evaluate the performance of the subset 

of features HHO has selected: DT, AdaBoost, and NB algorithms. These three ML algorithms have been 

adjusted to suit the problem at hand: the spam detection problem. The DT, NB, and AdaBoost algorithms 

have attained a high accuracy of 99.75%, 96.30%, and 99.67%, respectively, in detecting spam emails. The 

DT algorithm has outperformed NB and AdaBoost algorithms by 3.45% and 0.08%, respectively. The result 

indicates that the HHO algorithm obtains the best result with the DT algorithm, demonstrating that the HHO 

and DT algorithms can potentially enhance the problems of detecting spam emails. Future works will 

compare the proposed model with other optimization feature selection methods, such as genetic algorithms or 

particle swarm optimization. 
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