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 This paper presents the design, construction, and development of a 6-

degrees-of-freedom robotic arm, specifically tailored to the conditions at our 

university. The arm is powered by stepper motors and controlled via a 

programmable logic controller, while utilizing image processing data from a 

Raspberry Pi board. The objective of this research is to study automated 

pick-and-place operations, specifically targeting the handling of fruits such 

as oranges and apples. The system integrates advanced motion control 

techniques with vision-based object recognition to enable precise and 

reliable manipulation of the fruits. The robotic arm is equipped with an end-

effector capable of handling objects with varying shapes and sizes, ensuring 

safe and efficient grasping and placement. Image processing algorithms are 

employed to identify and localize the fruits in real time, allowing the robotic 

arm to perform tasks in dynamic environments with minimal human 

intervention. Calibration, motion planning, and feedback control strategies 

are optimized to ensure high accuracy and prevent collisions or damage to 

the fruits. The system’s performance is evaluated through a series of 

experiments that demonstrate its capability to effectively pick and place 

oranges and apples, making it a promising solution for applications in 

agricultural automation and food processing. 
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1. INTRODUCTION  

In modern agriculture and food processing, the need for automation has grown significantly to meet 

the demands of increased production, efficiency, and quality control. One of the critical tasks in fruit 

processing is the sorting of fruits, such as apples and oranges [1], based on various factors like size, color, 

shape, and quality [2]. The advancement of robotics and computer vision, automated systems are increasingly 

being deployed to perform these tasks with higher precision and speed. The use of robotics for sorting apples 

and oranges through image processing involves the integration of robotic arms and cameras equipped with 

sophisticated image analysis algorithms. These systems capture high-resolution images of the fruits, process 

the images to extract features such as color, texture, and shape, and then use this data to classify the fruits 

into different categories. The process is not only more efficient but also improves the accuracy of sorting, as 

it eliminates human error and variability. The application of computer vision [3]-[5] in robotics enables the 

system to detect and identify subtle differences between fruits, such as distinguishing ripe from unripe fruits 

or identifying blemishes and defects that might be invisible to the human eye. Image processing algorithms, 

such as edge detection, pattern recognition, and machine learning models, are commonly used to achieve 
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accurate, real-time fruit classification [6], [7]. Furthermore, these systems can operate in harsh environments, 

work continuously, and handle high throughput, making them ideal for large-scale fruit processing 

operations. 

This automated sorting process [8] brings several benefits, including increased productivity, cost 

reduction, and consistent product quality. It also helps to address labor shortages and reduce the physical 

demands on workers in the agricultural industry. With further improvements in technology, robotics and 

image processing have the potential to revolutionize the way fruits are sorted, enhancing the efficiency and 

sustainability of food production systems. The study of image processing with robotic arms is fascinating 

because it combines computer vision with robotics, enabling machines to interact intelligently with their 

environment. By utilizing image processing, a robotic arm can analyze visual data to recognize objects [9] 

understand spatial relationships, and make informed decisions on how to manipulate those objects. In 

industrial automation, the efficient sorting of objects on conveyor belts plays a critical role in optimizing 

production processes. Robotic arms, equipped with advanced control systems, provide precision and 

flexibility in handling various materials. This study explores the design and implementation of a control 

system for a robotic arm that sorts objects based on image processing data from sensors. By integrating 

sophisticated image analysis algorithms with real-time sensor feedback, the robotic arm can autonomously 

identify, grasp, and relocate objects moving along the conveyor belt [10]. Such automation not only enhances 

sorting accuracy but also improves operational efficiency and reduces the need for manual labor. This 

research sets the stage for understanding the technological advancements and practical implications of 

integrating image processing with robotic arm control in industrial settings. 

The detection and recognition of apples and oranges is a popular area of research in image 

processing, deep learning, machine learning, and artificial intelligence [11]. Several studies have 

demonstrated methods for implementing image algorithms for fruit detection. The YOLOv5 neural network 

model [12] to recognize and locate apples, the employed ZFNet to detect apples from segmented red, green, 

and blue (RGB) images [13]. The applied computer vision techniques [14] using Python for the detection of 

apples and oranges. The study of 6-degrees-of-freedom (DOF) robotic arms [15]-[17] is significant in 

multiple fields, particularly in industrial manufacturing, where they perform complex tasks such as assembly, 

welding, and painting, thereby improving efficiency and precision. This research aims to contribute to the 

advancement of robotic automation in industrial and logistical applications by proposing a mechanical design 

and manufacturing process for a 6-DOF robotic arm. The goal is to achieve a cost-effective solution without 

compromising functionality. Therefore, the study of 6-axis robotic arms is both theoretically and practically 

important, offering new opportunities for innovation and enhancing work processes across various industries. 
Table 1 shows the research results related to apple and orange detection using image processing methods. 

The methods presented in the table include both traditional techniques such as color and shape 

detection, as well as advanced methods like convolutional neural networks (CNN) and machine learning 

approaches, which yield higher accuracy in detecting apples and oranges under various conditions. The 

structure of this paper is as follows: the article begins with an introduction to the robotic arm. Section 2 

presents the research methodology, followed by section 3, which discusses the results and evaluation of the 

experiment involving the robotic arm for fruit sorting. Finally, section 4 provides the conclusion of the study. 

 

 

Table 1. Showing works related to apple and orange detection using image processing methods 
Title Authors Methodology Key Findings 

DeepApple: deep learning-based apple 

detection using a suppression mask R-CNN 

P. Chu et al. 

[18] 

Deep learning, mask R-

CNN 

Achieved F1-score of 0.905; 

detection time of 0.25s/frame 

Evaluation of YOLO efficiency in automatic 
orange detection in multi-exposure images 

M. R. O. 
Espinosa et 

al. [19] 

YOLO, multi-exposure 
imaging 

Achieved accuracy of 81.5% and 
recovery rate of 85% 

The design and evaluation of an orange-fruit 
detection model in a dynamic environment 

using a convolutional neural network 

S. Zeeshan et 
al. [20] 

CNN-based orange 
detection in dynamic 

environments 

CNN model shows an accuracy of 
93.8%, precision of 98%, recall of 

94.8%, and F1 score of 96.5%. 

Detection of early decayed oranges by 
structured-illumination reflectance imaging 

coupling with texture feature classification 

models 

Z. Cai et al. 
[21] 

Early decay detection in 
oranges using SIRI and 

texture features 

Achieved the optimal classification 
accuracy of 96.4%. 

 

 

2. THE PROPOSED METHOD  

In this section, we are developing a sorting conveyor machine for apples and oranges, which will 

require a Raspberry Pi and a USB camera [22], [23]. We will use TensorFlow and OpenCV [24] to detect the 

apples and oranges. A 6-DOF robotic arm connected to the Raspberry Pi will then sort the fruits and move 

them into baskets. The methodology section is divided into two parts. In the first part, we present the design 
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of the 6-DOF robotic arm and the conveyor belt. In the second part, we employ a machine learning algorithm 

[25], [26] to identify the apples and oranges. The overall architecture diagram of the control system design is 

shown in Figure 1. 

The Raspberry Pi board instructs the conveyor belt to move the fruits to the detection point, where 

the camera processes the images using a program designed for this purpose. The processed data is then sent 

to the robot, which sorts the fruits into the target baskets. A summary flowchart of the system design is 

shown in Figure 2. 

 

 

 
 

Figure 1. The overall architecture diagram of the control system 

 

 

 
 

Figure 2. System flowchart 
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3. MATERIAL AND METHOD 

3.1.  The mechanical design of 6-DOF robotic arm 

The construction of a 6-DOF robotic arm mimics the functionality of a human arm and can grasp 

fruit objects along a predetermined trajectory. The prototype is designed to replicate the robotic arm [27] for 

educational purposes, as shown in Figure 3. A 6-DOF configuration is chosen to enable the arm to achieve 

any position and orientation within a given spherical volume. All joints are revolute, each providing one 

degree of freedom. A 3D model of the robotic arm was developed using CAD software [28], as shown in 

Figure 3(a). The model incorporates detailed representations of various components, including motors, 

gearboxes, bearings, timing belts, pulleys, lead screws, nuts, fasteners, robot links, and joints. The 

mechanical components of the robot can be machined from aluminum. The fully assembled robot arm, which 

includes a suction cup for handling test blocks, is depicted in Figure 3(b).  

 

 

  
(a) (b) 

 

Figure 3. Modelling of arm robotics of: (a) 3D model of the robotic arm with joint directions and  

(b) prototype of robotic arm project study 

 

 

3.2.  The electrical control design  

The concept proposed for plant process control is shown in Figure 4, which consists of an HMI 

touchscreen, FX3U, Raspberry Pi, USB camera, conveyor system, stepper motor driver, and stepper motor. 

The HMI is used to control all the motors, and two PLCs manage these drivers, with each PLC controlling 

three stepper motors. The robot arm in this case study is equipped with its PLC control software [29], [30], 

which includes an HMI. Modifications were made to the HMI to simplify robot programming for learners. 

Figure 5 shows the electric control wiring circuit of the robotic arm prototype. 

 

 

 

 

Figure 4. The concept proposed plant process control 
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Figure 5. Electric control wiring circuit of arm robot prototype 
 

 

The HMI touchscreen displays the current angle of each axis, which can be adjusted using the jog 

(+) and jog (–) buttons. The gripper buttons control the suction of the gripper, move it on and off. 

Programming buttons are used to program the robot, with location data displayed in the programming 

window. When the robot is jogged to the desired position, the button can be used to save this location, which 

is then loaded into the HMI touchscreen. Figure 6 shows the operational procedures and software usage 

guidelines detailed in the program’s instructions. Table 2 compare the specifications given by the proposed 

robot with those measured from the robotic system built in our laboratory. 

 

 

  
 

Figure 6. The modified PLC with HMI control software 

 

 

Table 2. Specifications for the robotic arm model featured in the case study 
Properties Robotic specification 

Repeatability (mm) 0.3 

Degrees of 

movement (°) 

Axis 1 rotation (J1) +170° 𝑡𝑜 − 170° 

Axis 2 arm (J2) 0° 𝑡𝑜 − 129° 

Axis 3 arm (J3) +1° 𝑡𝑜 − 143° 

Axis 4 wrist rotation (J4) +164° 𝑡𝑜 − 164° 

Axis 5 wrist bending (J5) +104° 𝑡𝑜 − 104° 

Axis 6 wrist turning (J6) +148° 𝑡𝑜 − 148° 
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3.3.  The apple and orange sorting algorithm design 

In this section, we use python programming and the OpenCV platform to implement our project. 

Python is a high-level programming language, while OpenCV is an open-source computer vision and 

machine learning software library. It contains algorithms designed to detect, recognize, identify, and classify 

fruits in our case study. TensorFlow platforms end-to-end open-source platform for building machine 
learning applications. The procedure steps include image acquisition, image pre-processing, image 

segmentation, feature extraction, classification, and identification, as shown in Figure 7. 

 

 

 
 

Figure 7. Procedure steps of image processing technique 

 

 

4. RESULTS AND DISCUSSION  

The experimental setup is shown in Figure 8. The robotic arm sorts and places the apples and 

oranges into basket 1 or basket 2 based on image detection and the programmed settings. First, we supply 

electric power to the Raspberry Pi and then run the Python code we created. Next, we position the camera 

above the fruits on the moving conveyor belt. When a fruit, identified as either an apple or an orange, is 

detected, the robotic arm moves to drop it into a basket, keeping it separated from the other fruits. 

 

 

 
 

Figure 8. Experiment setup 

 

 

4.1.  Apples and oranges detection  

In the beginning, we chose fruit images from a database available on GitHub [31] to prepare the data 

for training the neural network. We then cropped the images to the size of the fruits to achieve some 

standardization. After acquiring about 200 images of different fruits in various positions, we classified them 

into two folder directories: testing and training for each fruit. Some images from the folders are shown in 

Figure 9. 

The camera captures images of apples and oranges with high accuracy for identification. Once the 

detection is complete, the data is used to classify the fruits. In this step, the robotic arm receives commands to 

grab the detected fruits based on the classification results, as shown in Figure 10. 
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Figure 9. The view of the apples and oranges 
 

 

  
 

Figure 10. The process of image processing detects fruits in the proposed method 

 

 

4.2.  The arm robot motion in sorting apple and orange fruit 

The experiment was conducted to validate the proposed control method for detecting apples and 

oranges. The process includes the following steps, as shown in Figure 11. The robotic arm moves to pick and 

place the apple or orange into the designated basket based on location information, which is controlled by 

adjusting the angles of the six stepper motors. Table 3 displays the angles of each stepper motor during 

specific motions. 
 

 

Table 3. Stepper motor angle according to robotic motion in program 

Robotic motion 

Degrees of movement (°)  

Axis 1 

rotation 

Axis 2 

arm 

Axis 3 

arm 

Axis 4 

wrist 

rotation 

Axis 5 

wrist 

bending 

Axis 6 

wrist 

turning 

Gripper 

Standby in the home position 0 0 90 0 0 0 20 
Standby to pick the fruit 0 30 90 0 50 0 20 

Moving down to pick the fruit 0 90 90 0 0 0 20 

Moving up to take the fruit 0 50 70 0 60 0 20 
Moving the apple to basket 1 70 50 70 0 10 0 20 

Placing the apple to basket 1 70 90 70 0 10 0 0 

Moving the orange to basket 2 90 90 70 0 20 0 20 
Placing the orange to basket 2 90 90 70 0 20 0 0 
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The screenshots of the robotic movements while sorting apples and oranges, with the fruits placed 

according to their assigned baskets. Figure 11 illustrates the robot’s operation sequence: Figure 11(a) the 

robot in the home position, waiting for the object to stop; Figure 11(b) image acquisition via a camera for 

environment capture; Figure 11(c) object detection algorithms identifying the apple; Figure 11(d) the robot 

moving towards the basket based on path planning; Figure 11(e) the robot stopping at the target; Figure 11(f) 

placing the apple into the basket; Figure 11(g) returning to the home position; Figure 11(h) the conveyor 

leading the orange to image acquisition; Figure 11(i) the robot picking up the orange; Figure 11(j) moving to 

the target position; Figure 11(k) placing the orange in the basket; and Figure 11(l) returning to the home 

position. 

 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

   
(j) (k) (l) 

 

Figure 11. Real-time sequence of sorting, picking, and placing fruits by the robotic arm on the conveyor belt: 

(a) robot set to home position, (b) image capture, (c) robot picks apple with gripper, (d) robot moves to 

target, (e) robot meets the target, (f) robot places apple in the basket, (g) robot moves to home position,  

(h) conveyor leads orange to object detection by the program process, (i) robot picks orange with gripper,  

(j) robot moves orange to the target, (k) robot places orange in the basket, and (l) robot returns to home 

position 
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The experiment, conducted ten times, measured object detection and classification times on a 

conveyor belt, with the robotic arm sorting apples and oranges into designated containers. The average 

sorting time was 1.53 seconds for oranges and 1.67 seconds for apples, including a one-second pause for the 

conveyor belt. The average time to pick and place the fruits was 13.63 seconds for oranges and 12.83 seconds 

for apples. The longer time for oranges was due to the greater distance to the orange container. The robotic 

arm, controlled by a programmable logic controller and integrated with a Raspberry Pi and machine learning, 

successfully sorted and placed the fruits into their respective containers. Figure 12 shows the relationship 

between the number of apples and oranges over time, when they are detected and signals are sent to the 

robotic pick-and-place system, respectively. Figure 13 is the graph that compares the robot’s time usage for 

each cycle of operation for different types of fruit. 
 

 

 
 

Figure 12. The relationship between time and the number of fruits detected 

 

 

 
 

Figure 13. The relationship between time and the number of trials for picking up and placing fruits at a 

specific position 

 

 

5. CONCLUSION  

In this study, we have successfully developed a robotic arm-based intelligent sorting system for 

apples and oranges, utilizing camera-based image processing for real-time fruit recognition and sorting. The 

results of the experiments showed significant improvements in sorting accuracy and operational efficiency, 

proving the effectiveness of the proposed system.  

This research applies image processing techniques to a custom-built robot designed for educational 

purposes. The system utilizes a Raspberry Pi board with an appropriate camera and a program to detect 

apples and oranges on a conveyor belt driven by a stepper motor, which is controlled by a programmable 

logic controller. Overall testing showed that the components were affordable, and the integrated system 

worked reasonably well. However, it does not yet match the capabilities of industrial robots. In the future, the 

researchers aim to further develop this system to be used in low-cost industrial applications within the 

country. 

The integration of image processing with a 6-DOF robotic arm requires highly sophisticated image 

recognition algorithms to accurately identify objects, track them in real-time, and process visual data under 

various lighting and environmental conditions. Ensuring accuracy and robustness of these algorithms can be 

computationally expensive and time-consuming to develop. Combining image processing hardware (such as 

cameras or sensors) with robotic hardware involves challenges in terms of communication protocols, 

software compatibility, and hardware interfacing. Ensuring seamless integration while maintaining 
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performance efficiency across multiple components is often complex. While image processing provides 

valuable input, its ability to function effectively in unpredictable environments (such as varying lighting, 

occlusions, or background clutter) may be limited. The robotic arm’s ability to adjust and adapt to new or 

unforeseen conditions can also be constrained by the system’s predefined parameters. 

Future work can focus on further optimization of the image processing algorithms, expanding the 

system to handle additional types of fruits, and improving the arm’s speed and adaptability in dynamic 

environments. Overall, this project demonstrates the feasibility of combining robotics with image processing 

for intelligent, automated fruit sorting, offering valuable insights into the role of automation in modern 

agriculture. 
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