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 Bone structure deterioration along with low levels of bone density are the 

hallmarks of knee osteoporosis (KOP). The conventional approach for 

detecting osteoporosis is accomplished using a knee radiograph, but it requires 

specialized knowledge. Nevertheless, X-rays can be difficult to interpret due 

to their large volume and minor fluctuations. In the past few decades, deep 

learning algorithms have minimized misinterpretation and modified medical 

diagnosis. In particular, algorithms based on convolutional neural networks 

(CNNs) have been used to speed up the procedure of diagnosis because of 

their innate capacity to extract significant features that often are challenging 

to spot by hand. A robust CNN model was proposed in this paper for KOP 

classification which uses a train and test approach to recognize healthy, 

osteopenia-predicted, and osteoporosis knee cases using 1947 X-ray images. 

The proposed model was designed using Jupyter Notebook and is in Python. 

To verify the efficiency of the model, some factors were calculated such as 

accuracy, precision, recall, and f1-score. In comparison with other similar 

systems, the results obtained showed that the accuracy of the proposed system 

reached 90.25%. 
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1. INTRODUCTION  

Osteoporosis is defined as a decrease in bone mass and the deterioration of bone cells, which lowers 

the density of bones and raises the possibility of bone fractures. Knee osteoporosis (KOP), a particular type of 

osteoporosis that mainly impacts the knee region and has been more well-known in the past few years, threatens 

countless people [1], [2]. The World Health Organization (WHO) has identified numerous important risk 

aspects for the growth of KOP, comprising family history, gender, age, hormone abnormalities, and habits such 

as extreme alcohol intake [3]–[5]. Common symptoms of this illness include decreased mobility, stiffness, and 

ongoing pain and discomfort in the knee area, each of which has a substantial negative impact on a person’s 

lifestyle [3], [6]. It is crucial to remember that KOP is an incurable illness, but prompt diagnosis and targeted 

treatment can greatly reduce or even stop its course, enhancing the general health of those who are impacted [6].  

 In the medical field, osteoporosis is identified using the dual-energy X-ray absorptiometry technique 

(DXA) [7] which measures bone mineral density (BMD) according to the Z-score and T-score parameters that 

the WHO has approved for various phases of the disease [8]. Nevertheless, this approach has drawbacks, 

including areal measures, expense, and limited availability. Magnetic resonance imaging (MRI) [9], computed 

tomography (CT) [10], and the quantitative ultrasound system (QUS) [11], are other imaging techniques 

https://creativecommons.org/licenses/by-sa/4.0/
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utilized to identify osteoporosis. A detection system that is precise, affordable, and easily accessible is 

necessary in light of these constraints. Due to this requirement, scientists have been using computer algorithms 

to evaluate medical images and create computer-aided diagnostic systems (CAD) by utilizing current 

developments in imaging technologies. The advent of advanced imaging techniques and computational 

methods has ushered in new opportunities for the diagnosis and management of KOP. Traditional methods, 

while effective to some extent, often fall short in terms of accessibility and cost-efficiency. This gap has driven 

the development of CAD systems, which utilize machine learning and image processing techniques to provide 

more accurate and accessible diagnosis options [12]. Many yxperiments have shown that these AI-based 

systems may attain exceptional levels of precision, frequently surpassing conventional diagnostic approaches 

[11]. Once a model’s decisions are completely understandable, it will be interpreted [13]. However, artificial 

intelligence models remain mysterious to average users. Therefore, a deeper comprehension of the models’ 

operations becomes essential to set goals for a larger application of artificial intelligence technologies in 

medicine. As a result, efforts have been initiated to enhance artificial intelligence models’ transparency and 

interpretability [14]. The following are several previous research findings provided by different scientists 

throughout the past several years. 

Hatano et al. [15], Produced an automatic diagnosing system that includes three steps: segmentation, 

registration, and classification. Their approach worked well, with 92.89% true positives and 5.96% false 

positives achieved in the categorization rates. Hatano et al. [16], presented an automatic identification method 

of osteoporosis from phalanges computed radiography (CR) images using deep convolutional neural network 

(DCNN) and tested its effectiveness by a three-fold cross-validation approach. The authors use a DCNN 

classifier to determine if unknown CR images are normal or not. Fathima et al. [17], utilized an adjusted U-

Net with a Concentration unit to segment the bone regions from Dual Energy X-ray Absorptiometry (DEXA) 

images and X-rays. The dataset was classified into three classes by computing T-score and BMD. The accuracy 

of the proposed method was about 88%. Zhang et al. [18], developed a model of DCNN for classifying 

osteoporosis and osteopenia based on the X-ray images of the lumbar spine. The developed model was assessed 

by measuring the T-score factor and then classifying the dataset into three classes: normal, osteoporosis, and 

osteopenia. Tecle et al. [19], compared human and machine osteoporosis diagnoses using a second metacarpal 

cortical percentage. The results indicate that the Sensitivity was 82.4%, and the Specificity was 94.3%.  

Ho et al. [20], proposed a deep learning approach that can accurately predict the density of bone minerals 

gathered from a plain pelvic X-ray for osteoporosis classifying. Their technique combines convolutional neural 

network (CNN) learning, image segmentation, and (DeepDXA) which is a convolution model to estimate bone 

minerals data value by connecting separated femur bone images. In this paper, a CNN model-based KOP 

detection and classification is proposed. The main goal of this work is to enhance the concept of diagnosis 

through AI by obtaining high diagnostic accuracy. 

 

 

2. METHOD 

First of all, the knee X-ray dataset available on the Kaggle website is utilized [21]. Figures 1(a) to (c) 

illustrate examples of the used datasets, which consist of 1947 images with 3 classes: healthy, actual osteopenia, 

and osteoporosis. Next, these datasets are split into two parts, the first is concerned with training the CNN 

model, and the second is concerned with test data (which the trained classifier is tested with) with validation 

for each epoch. Since CNN performs better with additional data, the training collection’s image count is 

increased by augmenting the training data. After that, the CNN model receives this collection of images in 

order to be trained. Eventually, the prediction proportion of both test and train data is assessed, and the 

classifier’s efficiency in classifying images into osteoporosis, osteopenia, and normal images is estimated. 

 

 

   
(a) (b) (c) 

 

Figure 1. Samples of the used dataset; (a) healthy, (b) osteopenia predicted, and (c) osteoporosis 
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Figure 2 demonstrates the suggested block diagram model for detecting osteoporosis via knee X-rays. 

In this proposed CNN model, the rectified linear unit (ReLU) is utilized after each convolution layer and all 

fully connected (FC) layers, with the exception of the final FC layer. When CNN uses the ReLU function, it 

trains much more quickly than when it uses alternative activation functions like sigmoid or Tanh functions 

[22]. The mathematical expression of the ReLU activation function is demonstrated in (1) [23]. 
 

𝑓(𝑥) = max(0; 𝑥)  (1) 
 

The optimal CNN structure created using the suggested algorithm involves nine convolution steps, 

four pooling steps, three dense steps, and two dropout steps, as shown in Table 1. In addition, the architecture 

of the proposed CNN model has 15,610,499 total parameters, 15,604,099 trainable parameters, and 6,400 non-

trainable parameters. The value of the loss function was calculated using categorical cross-entropy, and the 

network’s trainable parameters were then modified to reduce prediction loss. 
 

 

 
 

Figure 2. The block diagram of the proposed CNN model 
 

 

Table 1. The proposed CNN model design and parameters 
Layer (type) No. of kernel Kernel size Output shape No. of parameters 

Conv1(Conv2D) 128 (8, 8) (73, 73, 128) 24704 

Conv2(Conv2D) 256 (5, 5) (73, 73, 256) 819456 
Pooling1(MaxPooling2D) - (3, 3) (24, 24, 256) 0 

Conv3(Conv2D) 256 (3, 3) (24, 24, 256) 590080 

Conv4(Conv2D) 256 (1, 1) (24, 24, 256) 65792 
Conv5(Conv2D) 256 (1, 1) (24, 24, 256) 65792 

Conv6(Conv2D) 512 (3, 3) (24, 24, 512) 1180160 

Pooling2(MaxPooling2D) - (2, 2) (12, 12, 512) 0 
Conv7(Conv2D) 512 (3, 3) (12, 12, 512) 2359808 

Conv8(Conv2D) 512 (3, 3) (12, 12, 512) 2359808 

Pooling3(MaxPooling2D) - (2,2) (6, 6, 512) 0 
Conv9(Conv2D) 512 (3, 3) (6, 6, 512) 2359808 

Pooling4(MaxPooling2D) - (2, 2) (3, 3, 512) 0 

Flatten(Flatten) - - 4609 0 
Dense1(Dense) - - 1024 4719616 

Drop1(Dropout) - - 1024 0 

Dense2(Dense) - - 1024 1049600 
Drop2(Dropout) - - 1024 0 

Dense3(Dense) - - 3 3075 
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2.1.  Convolutional neural network architecture 

CNN is a kind of neural network with deep layers that utilize the convolution principle at its stage of 

development. The computational function known as convolution is used to combine two functions to create a 

novel one with altered properties [24]. CNNs are employed to analyze images that have been convolved using a 

filter that is smaller in length than in width to minimize the image size while preserving the essential information. 

Scientists are more interested in CNN than other machine learning systems because it can take advantage of the 

simultaneous spatial and configural information of both 2D and 3D images [25].  

CNN’s strength lies in its ability to extract features directly from images, unlike other machine-learning 

techniques that need object segmentation [26] or feature extraction [27]. Numerous CNNs have been created to 

address different kinds of issues; while they differ slightly from one another in certain areas, all of their 

fundamental elements remain the same. The CNNs involve three kinds of layers: convolutional layer, pooling 

layer, and fully connected layer [28], as demonstrated in Figure 3.  

 

 

 
 

Figure 3. The CNN architecture 

 

 

2.2.  Convolution layer 

The convolution layer is considered the most significant layer that makes up convolutional neural networks 

and is founded on continuously circulating a specific filter across the whole image. In a nutshell, the image pixel 

values are multiplied by the kernel frame by dragging it right or left across the image being processed or the image 

of the prior layer. When the filter or kernel reaches the matrix’s border, it is moved down within the required unit, 

and identical processes are carried out. Then, a feature matrix or a more accurate feature map is produced once 

the whole image has been processed. This feature map shows the locations of features unique for every filter. 

The (2) illustrates the mathematical representation of the convolution process [29].  

 

𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) = ∑𝑚∑𝑛𝐼(𝑖 + 𝑚, 𝑗 + 𝑛)𝐾(𝑚, 𝑛)   (2) 

 

where: ∗ represents the convolution process, 𝑆 describes the result of convolution, 𝐼 refer to the input, and 𝐾 refers 

to the kernel. 

At a convolutional layer, several feature matrices are added to either the input image or the output 

matrices from the preceding layer. These feature matrices allow for parameter training and updating each row and 

column based on the propagated gradient values after every training cycle. The weights in this layer can be shared 

by employing similar filters into the identical feature map, resulting in a significantly decreased overall number 

of parameters for the neural network. Several critical parameters in this layer such as filter number, filter width, 

padding, and stride are specified by developers [22]. The overall filter dimensions utilized in convolution 

operations are typically odd, allowing the filter to have a central point and offer asymmetrical padding. Whereas 

the kernel matrix is moving across the image, the stride (with a shift quantity) parameter controls the amount that 

it changes in every step. In contrast, padding involves adding zero evenly to a given input matrix in order to 

preserve a dimension of the output matrices equal to that of the input [30]. An example of the convolution process 

using a (4×4) input image, (3×3) convolution core, and (1) stride is displayed in Figure 4. 

To obtain the appropriate feature maps, different attributes are found utilizing various kernels and 

repeated. Behind convolution, the resulting image’s size is computed as (3) [31]: 

 

𝑜𝑢𝑡𝑝𝑢 𝑚𝑎𝑡𝑟𝑖𝑥 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 =
𝑖𝑛𝑝𝑢𝑡 𝑠𝑖𝑧𝑒+2 𝑝𝑎𝑑𝑑𝑖𝑛𝑔−𝑘𝑒𝑟𝑛𝑒𝑙 𝑠𝑖𝑧𝑒

𝑠𝑡𝑟𝑖𝑑𝑒
+ 1  (3) 
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Figure 4. Example of convolution process [31] 

 

 

2.3.  Pooling layer 

As for the pooling layer, it decreases the extent of the features gathered from the preceding layer, and 

identical features become more prominent. It accomplishes this by rearranging the image’s specified filters. Stated 

otherwise, it executes the subsampling procedure. Consequently, the following layer’s data size will decrease, and 

the resulting model won’t overfit. It is vital to remember that this drop results in the disappearance of some crucial 

data. The main advantage of the pooling layer is that it reduces the number of factors that the neural network must 

estimate, which lowers the network’s computational difficulty and speeds up training [32]. A pooling procedure 

is achieved in three forms, minimum pooling, average pooling, and maximum pooling. Minimum pooling is the 

process of identifying the value that is lowest from the pixel values inside the specified filter size, whereas 

maximum pooling is performed by choosing the highest value [33]. The idea behind average pooling is to divide 

the total number of pixel values inside the dimension of the filter region by the dimension of the filter window 

[34]. Figure 5 demonstrates the pooling process. 

 

 

 
 

Figure 5. The pooling process [31] 

 

 

2.4.  Fully connected layer 

Practically all types of neural network topologies use FC layers, which are among the most flexible 

layers. Every node is linked to every other node in the preceding and subsequent layers in this layer [35]. The 

major job of the layer is to convert the feature matrix to make the issue more pliable. Throughout this conversion, 

the total number of variables may rise, decrease, or remain constant. In every situation, the newly created 

dimensions are a linear mix of the dimensions from the preceding layer. Then, using an activation function, the 

additional dimensions are provided nonlinearity [36]. Figure 6. illustrates a six-dimensional space converted to a 

three-dimensional feature space by a FC layer.  

FC layers allow for any type of interaction among input parameters. This behavior enables FC layers to 

acquire any function with enough width and depth [35]. Nevertheless, actual application has proven that such 

theoretical promise is frequently not fulfilled. To tackle this issue, scientists have developed particular layers such 

as recurrent and convolutional neural networks. These developed layers exploit inductive bias depending on the 

sequential or spatial arrangements of particular data sources, including text, videos, and images [36]. 
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Figure 6. A systematic fully connected layer 

 

 

2.5.  Performance metrics 

The main factor to consider during system training is accuracy. After which the entire training 

procedure is followed, this factor of the training images is recorded and plotted. Accuracy refers to how 

frequently a CNN model properly predicts objects, represented by the number of valid data to the total number 

of data as shown in (4). To verify the model’s accuracy, the Keras assessment function was called on the 

constructed model, passing in the testing data as an input. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑎𝑙𝑖𝑑 𝑑𝑎𝑡𝑎 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎
  (4) 

 

In addition, other parameters are calculated to estimate the system efficiency such as precision, 

sensitivity or recall, and F1-score by the (5)-(7), [37]. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (6) 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
  (7) 

 

where: TP is the number of true positive 

FP is the number of false positive 

FN is the number of false negative 

 

 

3. RESULTS AND DISCUSSION  

This research aims to diagnose osteoporosis by classifying the X-ray images into three groups: 

healthy, actual osteopenia, and osteoporosis. The classification method of the designed CNN is represented by 

extracting the features of the collection images and classifying them automatically. Then the model intends to 

reduce human error and improve early disease detection rates. 

Figure 7 illustrates the performance of the system in terms of accuracy with 30 epochs. Throughout 

the training period, an initial increasing tendency is noted. After the 13th epoch, the training line exceeds the 

validation line and stays continuously above it, but it is less noisy. Also, it can be observed that the validation 

line is more stable with higher values in the final phase, which means that the dynamic convolution increases 

the system’s adaptability and validation efficiency. Anyway, the difference between the validation and train 

lines remains rather small, which indicates the efficiency of the designed system. 

Regarding loss, during initial training, the suggested model experiences higher and more unstable 

loss. Demonstrating that the system is altered further during the preliminary phase, and the weights are 

regularly changed, as illustrated in Figure 8. With continued training, the validation line fluctuations can be 

observed to decrease as the loss values decrease significantly. At the final training phase, the validation line 

becomes more stable, and the gap with the train line widens somewhat. 

Figure 9 displays the confusion matrix describing the relation between the actual values and the 

predicted values for the designed model. Besides providing knowledge about the classifier’s shortcomings, it 

also displays any particular errors that may be appearing. It also assists in overcoming the problem of relying 

solely on classifier accuracy. The total accuracy of the system was (90.25 %) calculated based on the (4). Also, 
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the values of the calculated parameters are shown in the classification report in Table 2. The proposed model’s 

efficiency can be proven by comparing it with similar systems such as [38]–[41]. Table 3. illustrates that the 

proposed model performs better in accuracy than other works, which reveals a better diagnosis operation. 
 

 

  
 

Figure 7. The accuracy of the designed CNN 
 

Figure 8. The loss of the designed CNN 
 
 

 
 

Figure 9. Confusion matrix relating to the dataset’s validation set 
 

 

Table 2. Classification report 
Class Precision Recall F1-score 

Healthy 0.961 0.919 0.939 

Actual osteopenia 0.782 0.794 0.787 

Osteoporosis 0.897 0.931 0.913 

 

 

Table 3. Comparison of accuracy with other works 
Reference Title Dataset Method Accuracy 

[38] Comparison of transfer learning model accuracy 

for osteoporosis classification on knee radiograph 

240 X-ray images GoogLeNet 

VGG-16 

ResNet-50 

90% 

87% 

83% 
[39] Osteoporosis diagnosis in knee X-rays by transfer 

learning based on convolution neural network 

381 knee X-ray images AlexNet 

ResNet 

VggNet-19 
VggNet-16 

90.91% 

86.3% 

84.2% 
86.3% 

[40] Utilizing deep learning for osteoporosis diagnosis 

through knee X-ray analysis 

1573 X-ray images VGG 19 89% 

[41] Deep learning-based approaches for diagnosis and 

detection of osteoporosis using clinical data of CT 

and X-ray images 

CT and X-ray 

the exact number of 

images not mentioned 

Eight deep 

transfer learning 

approaches 

VGG16 has 

the best 

accuracy of 
82.73% 

The 

proposed 
model 

A CNN model for KOP  

Classification using X-ray images 

1947 X-ray images CNN 90.25% 
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4. CONCLUSION  

The seriousness of KOP necessitates prompt diagnosis and treatment; nevertheless, depending on 

human specialists can prove costly and time-consuming. Making educated conclusions about images obtained 

from different patients is greatly aided by the assistance provided by visible AI. This paper produced an 

efficient CNN model design for classifying the available dataset. The main goals of the present research are to 

produce 1947 medical images of knee X-rays with 3 classes: healthy, actual osteopenia, and osteoporosis which 

are validated by multiple factors, and to suggest a deep learning method using an efficient CNN model to 

classify various levels of the disease. The suggested model produced encouraging outcomes and can assist 

doctors in diagnosing KOP in less time and at a reasonable cost. Further information can be gathered in the 

future, particularly from people who are osteoporotic and normal. In addition, in order to create a universal 

osteoporosis diagnosis method, we can determine the correlation between osteoporosis at the knee and 

osteoporosis at different locations. Furthermore, a system that uses clinical variables and imaging data to 

identify osteoporosis can be developed. 
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