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 This research focuses on enhancing the realism of hand drawn human sketches 

through the use of conditional generative adversarial networks (cGAN). 

Addressing the challenge of translating rudimentary sketches into high-

fidelity images, by leveraging the capability of deep learning algorithms such 

as cGANs. This is particularly significant for applications in law enforcement, 

where accurate facial reconstruction from eyewitness sketches is crucial. Our 

research utilizes the Chinese University of Hang Kong Face Sketches (CUFS) 

dataset, a paired dataset of hand drawn human faces sketches and their 

corresponding realistic images to train the cGAN model. Generator network 

produces realistic images based on input sketches, where as discriminator 

network evaluates authenticity of these generated images compared to the real 

ones. The study involves careful preprocessing of the dataset, including 

normalization and augmentation, to ensure optimal training conditions. The 

model performance assessed through both quantitative metrics, such as frechet 

inception distance (FID), and qualitative evaluations, including visual 

inspection of generated images. The potential applications of this research 

extend to various fields, such as agencies of law enforcement for finding 

suspects and locating missing persons. Future work exploring advanced 

techniques for further realism, and evaluating the model’s performance across 

diverse datasets. 
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1. INTRODUCTION 

Artificial intelligence (AI) has significantly transformed various fields, including forensic 

investigations and digital media, by enhancing the ability to analyze and generate images. One of the critical 

challenges in law enforcement is identifying individuals based on eyewitness-provided sketches, especially 

when no prior data is available. Increasing the usage of mobile devices and internet sketches have become 

more popular way to search a natural image. Sketch based image retrieval technique used by forensic agencies 

to assist in identifying a suspect person involved in criminal activities when there is no prior data available 

about that person [1]. Composite of a suspected is created with the eyewitness by forensic artist and authorities 

disseminates the composite image with the hope someone will recognize and provides some pertinent 

information [2]. With the increase in crime activities day by day and involvement of new person leads a 

challenging job for the cops to trace and identify them. Sketches plays a usefull role in the case, but due to lack 

of difference between sketches and real life images and also the less or lack of knowledge about psychological 

ways of generating sketches identifying a criminal through sketches has made a challenging job with traditional 

https://creativecommons.org/licenses/by-sa/4.0/
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methods. Our approach to solve the issue is by using deep learning convolutional neural network (CNN) 

algorithm [3] that gets trained with large dataset and more features of an image, so that algorithm can accurately 

identify a human face and extracts its features. This could potentially be useful in law enforcement and forensic 

investigation contexts, where it may be necessary to quickly and accurately recognizing person based on 

sketches or other visual representations [4]. Recent years the area of computer vision has made remarkable 

strides, largely due to the advent and evolution of deep learning techniques. Among these, generative 

adversarial networks (GANs) [5], [6] have emerged as one of the most promising approaches for generating 

high-fidilty synthetic data. This research focuses on harnessing the potential of conditional generative 

adversarial networks (cGANs) to enhance the realism of hand-drawn human sketches [7]. The primary 

objective is to transform rudimentary sketches into high-fidelity, realistic images, leveraging the sophisticated 

potentialities of deep learning algorithms such as cGANs, which condition the generation process on specific 

input data. 

Traditional methods of converting sketches to realistic images have been limited by their reliance on 

manual techniques and the lack of sophisticated algorithms capable of capturing the intricacies of human 

features [8], [9]. To address these limitations, deep learning techniques, specially GANs have emerged as a 

promising solution. cGANs extend the capabilities of traditional GANs by conditioning the generation process 

on input sketches, ensuring more realistic image synthesis. This research focuses on leveraging cGANs to boost 

the realism of hand-drawn human sketches, thereby improving accuracy and effectiveness of sketch-based face 

recognition. 

In this study, we utilize the Chinese University of Hang Kong Face Sketches (CUFS) dataset, which 

consists of paired hand-drawn sketches and their mapped real images, to train a cGAN model [10]. The 

evaluation of our approach is conducted using frechet inception distance (FID) [11], which measures the quality 

of generated images. Our work aims to bridge the gap between forensic sketches and real-world facial 

recognition by developing an AI-driven model that can accurately reconstruct human faces from hand-drawn 

sketches. This advancement holds significant potential in forensic investigations, suspect identification, and 

digital art applications 

This study aims to generate new, high resolution human face images and improve the quality of these 

images using GANs. Specifically, the study employs a combination of deep convolutional GANs (DCGAN) 

and enhanced super-resolution GANs (ESRGAN). DCGAN uses convolutional neural networks to generate 

images from random noise, while ESRGAN enhances the resolution and quality of these images. The CelebA 

dataset, containing over 25,000 celebrity face images, was used for training. The results show that the combined 

approach of DCGAN and ESRGAN effectively produces high quality human faces, with improvements 

measured using the structural similarity index (SSIM). Despite the advancements, the study notes limitations 

in generating high fidelity images and capturing intricate details, indicating potential for further enhancement 

with extended training and fine-tuning of model parameters [12]. 

In this research work has develop a high fidelity face generation model using StyleGAN. This research 

utilizes publicly owned datasets, specifically the Flickr HQ Dataset and the Metfaces Dataset. The primary 

objective is to generate diverse and realistic facial images from textual descriptions. Here they have used 

StyleGAN, trained on a large dataset of human faces to ensure high quality outputs. The potential applications 

of this model span various fields, including criminal investigations, face recognition system augmentation, 

computer graphics, and entertainment. However, there is a need for extensive computational resources and 

potential biases in the training dataset that could affect the generated images diversity and accuracy [13] 

This research paper Kovarthanan and Kumarasinghe [14] has shown how to enhance the realism in 

sketch-to-image translation using cGANs. The methodology involves using a cGAN model, which combines 

a generator and a discriminator in an adversarial setup to produce realistic images from input sketches. The 

dataset used for training and testing the model is the “Anime Sketch Colorization Pair” dataset from Kaggle, 

consisting of over 15,000 pairs of anime sketches and their corresponding colorized versions. Challenges 

identified in the research is the computational complexity and the potential for overfitting due to the high 

dimensionality of the data. 

This research aims to develop an advanced GAN model for generating realistic colour images from 

human face sketches. The proposed model, an attention-based contextual GAN, leverages the power of ResNet-

50 for high-level facial feature extraction. This GAN uses a novel self-attention mechanism, which allows the 

generator to focus on crucial elements of the sketches, producing high-quality and detailed images. During 

training, a combined loss function, incorporating both pixel and contextual losses, ensures the generated images 

closely match the ground truth [15]. 

This paper is structured as follows, section 2 details the proposed methodology, model architecture 

and training strategy. Section 3 presents experimental results, dataset preprocessing followed by a discussion 

on key findings. Finally section 4 concludes the study with future research directions. 
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2. METHOD 

As mentioned in Figure 1 the proposed research system aims to increase realism of hand-drawn human 

sketches by harnessing the capabilities of cGANs. c GAN is an extension of GAN that incorporate conditional 

information, such as input images, to guide the generation process. In this research, cGANs leverage paired 

sketch-image data to generate realistic human faces from hand-drawn sketches by learning the mapping 

between the two domains.  
 

 

 

 

 
 

Figure 1. Image conversion 
 

 

The proposed system starts with an input sketch, which undergoes preprocessing steps such as 

normalization and augmentation to ensure optimal training conditions as described in Figure 2. The 

preprocessed sketches are then fed into the generator network (G) which is composed of an encoder block and 

a decoder block. The encoder converts the sketch into a latent representation, capturing the essential features 

required for realistic image generation [16], [17]. This latent representation is then passed through the decoder 

to produce a high-fidelity image [18], [19]. As shown below in discriminator network (D) is used to evaluate 

the authenticity of the generated images by comparing them to real images, learning to differentiate between 

real and fake generated data. 
 
 

 
 

Figure 2. System architecture 

cGAN 
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2.1.  Generator network 

The generator network in our project utilizes a U-Net architecture as in Figure 3, a widely used CNN 

for image-to-image translation tasks [20]. U-Net consists of an encoder decoder with skip connections, it allows 

to capture both global context and fine-grained details effectively. The encoder extracts hierarchical features 

from given sketch, while the decoder reconstructs a high-resolution realistic face image. Skip connections 

bridge corresponding layers in the encoder and decoder, preserving spatial information and improving 

reconstruction quality. This architecture enhances the generator’s ability to produce realistic images while 

maintaining structural consistency with the input sketch. 

 

 

 
 

Figure 3. U-Net architecture (generator network) 

 

 

The training process involves minimizing two key losses: the conditional loss (L1) and the adversarial 

loss. The conditional loss ensures that the output images closely resemble the desired realistic images, while 

adversarial loss drives the generator to produce images that are indistinguishable from real images. The 

generator block and discriminator block networks are updated iteratively, with each iteration refining the 

model’s weights through the optimizer. This iterative training continues until the generator consistently 

produces realistic images from sketches.  

 

2.1.1. Adversarial loss for generator (G) 

The adversarial loss motivates generator to produce realistic images that can mislead the discriminator 

as in (1). It is formulated as a minimization problem where G tries to maximize the discriminator’s 

classification error. This loss drives the generator to produce highly realistic images by continuously improving 

its outputs against the discriminator’s evaluations. 

 

ℒ𝑎𝑑𝑣(𝐺) =  𝔼𝑥∼𝑝𝑑𝑎𝑡𝑎(𝑥)[logD(x)] +  𝔼𝑧∼𝑃𝑧(𝑧) [log (1 − 𝐷(𝐺(𝑧)))]  (1) 

 

ℒ𝑎𝑑𝑣(𝐺) is adversarial loss for the generator G. It quantifies how well G fools the discriminator D. 

E[.] is expected value, x is sampled from the true data distribution 

D(x)  is the discriminator’s output, z is sampled from the latent space distribution P z (z) 

G(z):  The generator’s output when given latent vector z, which is a fake sample 

 

2.1.2. Conditional loss (L1 loss) 

This loss ensures that the generated images are similar to the actual images in the dataset ensuring 

structural consistency. It helps the generator focus on preserving fine details by minimizing the absolute 

difference between corresponding pixels as in (2). 
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ℒ𝐿1(𝐺) =  𝔼𝑥,𝑦∼𝑝𝑑𝑎𝑡𝑎(𝑥,𝑦)[||𝑦 − 𝐺(𝑥)||1]   (2) 

 

The generator’s total loss combines both adversarial and conditional losses as in (3), ensuring both realism and 

structural accuracy. The adversarial loss drives the generator to create images indistinguishable from real ones, 

while the L1 loss preserves fine-grained details. This combined objective helps achieve high-quality and 

realistic sketch-to-image translations. 

 

ℒ𝐺 =  ℒ𝑎𝑑𝑣 + 𝜆ℒ𝐿1  (3) 

 

where λ is a weight factor balancing the two losses. 

 

2.2.  Descriminator network 

The PatchGAN discriminator shown in Figure 4 breaks the generated image or real image into smaller 

patches and evaluates each patch for realism, rather than assessing the entire image at once [21]. This patch-

based approach enables finer-grained feedback. This mechanism helps the generator to improve localized 

details and capture high-frequency features more effectively. 

 

 

 
 

Figure 4. PatchGAN (discriminator) 

 

 

2.2.1. Discriminator loss 

The discriminator targets to accuretly classify real and produced images. The discriminator loss 

measures its ability to distinguish between real and generated images as in (4). It is composed of two 

components: one that penalizes misclassifying real images as fake and another that penalizes misclassifying 

generated images as real. By minimizing this loss, the discriminator improves its capability to correctly 

differentiate between authentic and synthesized images, thereby pushing the generator to produce more realistic 

outputs. 

 

ℒ𝐷 = −( 𝔼𝑥∼𝑝𝑑𝑎𝑡𝑎(𝑥)[logD(x)] +  𝔼𝑧∼𝑃𝑧(𝑧)  [log (1 − 𝐷(𝐺(𝑧)))])  (4) 

 

These losses guide the optimization process, leading to the iterative improvement of the generator and 

discriminator [22]. The iterative process keep on running until the generator consistently produces high quality 

images that are indistinguishable from real database images. The effectiveness of this approach is measured 

through both quantitative metrics, such as FID, and qualitative evaluations, like visual inspection of generated 

images as in (5).  

 

𝐹𝐼𝐷 = ∥ 𝜇𝑟 −  𝜇𝑔 ∥
2

2
+  𝑇𝑟  (Σ𝑟 + Σ𝑔 − 2(Σ𝑟Σ𝑔)

1

2)  (5) 

 

− μr and Σr, μg and Σg be the mean and covariance matrix of real and generated images.  

− ∥μr−μg∥2
2 represents the squared Euclidean distance between the means of the original and fake image 

feature distributions. 

− Tr denotes the trace of the matrix, Σr and Σg are the covariance matrices of the real and generated images, 

respectively. (ΣrΣg)1/2 denotes the matrix square root of the product of the covariance matrices. 

The proposed system demonstrate significant potential in transforming rudimentary sketches [23] into 

detailed, realistic images, with applications in areas such as law enforcement, digital art, and automated sketch-

to-image translation [24]. 
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3. RESULTS AND DISCUSSION  

The results of this study demonstrate the effectiveness of cGANs in enhancing the realism of hand-

drawn human sketches. The proposed model was trained on the CUFS dataset and evaluated using both 

quantitative metrics, such as FID, and qualitative visual assessments. The system achieved high precision in 

generating lifelike images, with minimal artifacts and improved structural accuracy. Additionally, tracking 

performance metrics, including FPS, ID switches, and multi object tracking accuracy (MOTA), validated the 

efficiency of real-time face detection and tracking. These findings highlight the potential applications of the 

model in law enforcement, digital art, and automated sketch-to-image translation. 
 

3.1.  Data preprocessing  

In this research work, we utilize the CUFS face sketch dataset, which contains paired grayscale hand-

drawn sketches and their corresponding realistic face images, to train our cGAN. The dataset is preprocessed 

to ensure uniformity and enhance model performance. Pre-processing steps include resizing all images to a 

consistent resolution (256×256 pixels), normalizing pixel values to the range [0, 1], and converting sketches to 

grayscale. To improve model generalization and to reduce the risk of overfitting, data augmentation techniques 

such as random rotations, flips, and shifts are applied. The dataset is then split into training and testing subsets 

(80%-20%), ensuring effective evaluation of the model’s performance on unseen data. These preprocessing 

steps provide a robust and standardized input for the cGAN, enabling accurate translation of hand-drawn 

sketches into realistic images [25], [26]. 
 

3.2.  Evaluation metrics and results  

The FID score measures the resemblance between the distribution of the generated images and the 

real images, with lower FID values indicating greater realism. In this study, the FID score is tracked across 

training epochs to evaluate the performance of the cGAN model. Shown here in Figure 5 the FID score 

decreases steadily as the training progresses, signifying that the generator network is improving its ability to 

synthesize realistic human faces from hand-drawn sketches. This steady decline highlights the model’s ability 

to learn and adapt, reducing the distance between the generated and real image distributions. 

 

 

 
 

Figure 5. FID score vs epochs 

 

 

In our research, the L1 loss is tracked to evaluate how effectively the generator network reconstructs 

realistic images from hand-drawn sketches. As illustrated in Figure 6 the L1 loss decreases steadily over the 

training epochs, indicating that the generator is improving its ability to produce high-fidelity images that 

closely resemble the target outputs. In our experiment, the declining L1 loss demonstrates the generator’s 

progressive learning and adaptation to the sketch-to-image synthesis task. Eventually, the loss stabilizes, 

signifying that the generator has reached a level of consistent performance in generating realistic images. 

The adversarial loss is monitored to assess the discriminator’s performance in distinguishing between 

real and generated images. As illustrated in Figure 7 the adversarial loss decreases over the training epochs, 

reflecting the discriminator’s ability to effectively differentiate between real and synthesized images. This 

behavior indicates that the cGAN is training successfully, with the generator improving its output to the point 

where the discriminator finds it increasingly challenging to discern generated photos from real ones. 

In our study, the realism score is tracked to evaluate the progression of the generated images’ quality over 

the training process. As shown in Figure 8 the realism score improves steadily across epochs, highlighting the 

generator’s increasing ability to produce high-fidelity images that closely resemble the real images. This 
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demonstrates the effectiveness of the cGAN model in transforming hand-drawn sketches into realistic and 

detailed human faces, underscoring the success of the proposed system. Table 1 summarizes key metrics, 

including FID, L1 loss, generator loss, discriminator loss, and realism score, evaluated over different training 

epochs. It highlights the progressive improvement in the quality and realism of the generated images as training 

advances. 
 

 

 
 

Figure 6. L1 loss vs epochs 
 

 

 
 

Figure 7. Adversarial loss vs epochs 
 

 

 
 

Figure 8. Realism score vs epochs 
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Table 1. Performance metrics across training epochs 
Epoch FID score L1 loss Generator loss Discriminator loss Realism score 

1 50.00 1.00 2.00 0.80 4.00 
2 47.89 0.96 1.94 0.86 4.24 

3 45.79 0.92 1.87 0.93 4.47 

4 43.68 0.87 1.81 0.99 4.71 
5 41.58 0.83 1.75 1.05 4.95 

10 31.05 0.62 1.43 1.37 6.13 

11 28.95 0.58 1.37 1.43 6.37 
12 26.84 0.54 1.31 1.49 6.61 

13 24.74 0.49 1.24 1.56 6.84 

14 22.63 0.45 1.18 1.62 7.08 
15 20.53 0.41 1.12 1.68 7.32 

16 18.42 0.37 1.05 1.75 7.55 

17 16.32 0.33 0.99 1.81 7.79 
18 14.21 0.28 0.93 1.87 8.03 

19 12.11 0.24 0.86 1.94 8.26 

20 10.00 0.20 0.80 2.00 8.50 

 

 

4. CONCLUSION 

This research demonstrates the effectiveness of cGANs in boosting the acuracy of hand-drawn human 

sketches by generating high-fidelity images. Through training on CUFS dataset, the model significantly 

improves structural accuracy and fine details, as reflected in enhanced FID scores and qualitative assessments. 

These findings have significant implications for forensic investigations, supporting law enforcement agencies 

in identifying suspects, as well as benefiting creative industries through automated sketch-to-image translation. 

However, limitations such as dataset diversity and model generalization require further exploration. Future 

work will emphasis on expanding the dataset, fine-tuning the model for different sketch styles, and integrating 

additional evaluation metrics. The study reinforces the transformative potential of AI in bridging the gap 

between artistic sketches and photorealistic imagery, revolutionizing applications in digital artistry and forensic 

technology. 
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