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Manual blood cell classification is time consuming and may lead to
inconsistent results. This study aims to assist pathologists in diagnosing
hematological disorders using machine learning (ML) techniques for
automated classification of blood cells in multi-color test images,
distinguishing red blood cells (RBCs) and white blood cells (WBCs).
Features were extracted using the InceptionV3 network, and several ML
models were evaluated for classifying blood cells into eight categories. Two
validation strategies: a 66%-34% train—test split and 20-fold cross-validation
were applied. The effect of dimensionality reduction through principal
component analysis (PCA) was also examined, reducing the feature space
from 2,048 to 100 components. Among all models, support vector machine
(SVM) achieved highest performance, with 93.4% accuracy and an area
under the curve (AUC) of 0.996 without PCA, and 90.1% accuracy with an
AUC of 0.991 after PCA. Although PCA slightly reduced accuracy, it
improved computational efficiency. Overall, SVM provided the most

accurate, stable, and generalizable classification results for automated blood
cell analysis.
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1. INTRODUCTION

Medical image analysis is considered as a critical component in the quickly diagnosis of blood cell
abnormalities. The abnormality of the blood cells or potential disorders or diseases can be diagnosed from
variations in contain shape, color, or size [1]. However, morphological differences detection in red blood
cells (RBCs) still challenging because they are very similar in size and appearance [2]. Raw images of RBCs,
white blood cells (WBCs), and platelets often contain widespread morphological features which require
advanced computational techniques to ensure machine learning effective analysis [3].

Recently, different machine learning (ML) algorithms, especially those based on image feature
extraction, have been used in automated blood cell classification. Accurate classification of blood cells is
essential for identifying various hematological diseases efficiently and reliably [4]. Modern developments in
artificial intelligence (Al) and deep learning (DL) assisted in enable automated, objective, and high-precision
assessments of medical images [5]. Among different approaches convolutional neural networks (CNNSs),
especially architectures like InceptionV3 pre-trained on ImageNet have been proven effective in extracting
features for blood cell classification tasks [6], [7]. Principal component analysis (PCA) has been used in this
study to reduce redundant blood cell features, enhancing efficiency and model accuracy [8]. ML algorithms
have been used in order to achieve accurate blood cell identification and classification [9].
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Researchers are increasingly applying artificial Al in medical imaging to analyze tumors, blood
vessels, and cells [10]. Techniques such as computed tomography (CT), magnetic resonance imaging (MRI),
and positron emission tomography (PET) provide detailed visual information but generate large, complex
datasets that require advanced Al models for accurate analysis and interpretation [11]-[14].

In 2020, Alzubaidi et al. [15] introduced an approach to classify three types of RBCs using three DL
models consists of parallel and traditional convolutional layers. The best results of their method have been
achieved using transfer learning within the same domain, reaching 99.54% accuracy. Similar performance
was achieved when a support vector machine (SVM) was used. In the same year, Singh et al. [16] developed
a custom CNN model to classify WBC types. The network architecture consists of two convolutional layers,
two pooling layers, and two fully connected layers and the accuracy was 86%. In 2021, Navya et al. [17]
proposed a model to segment and classify blood cells into WBCs and RBCs. Gray level co-occurrence matrix
(GLCM) was used as a feature extraction. Several classifiers including Naive Bayes (NB), k-nearest
neighbors (KNN), decision tree (DT), random forest (RF), logistic regression (LR), artificial neural networks
(ANNS), and SVM have been applied. The highest accuracy of 97% achieved when used LR.

Elhassan et al. [18] introduced WBC classification approach consisting of two steps. The first one,
“geometric transformation-deep convolutional autoencoder (GT-DCAE) WBC augmentation model,”
extracted an atypical WBC feature using deep convolutional autoencoder and geometric transformations,
while the second step, “two-stage atypical WBC classification model,” used a DCAE-CNN hybrid as a final
classification. The accuracy obtained was 97%. In 2023, Ali et al. [19] uses vision transformers (ViTs) and
CNNs to study the classification of WBCs. Using two datasets: peripheral blood cell (PBC) (high-quality
photos) and blood cell count and detection (BCCD) (noisy, unbalanced images) the authors compare Google
VIiT and pre-trained ImageNet CNNs for the classification of four WBC kinds (neutrophil, eosinophil,
lymphocyte, and monocyte). The limitation of this research ViT is computationally expensive, it beat CNNSs,
reaching 100% accuracy on PBC and 88.36% accuracy on BCCD. In 2023, Heni et al. [20] suggested
combining fuzzy C-means and K-means to improves picture segmentation by introducing EK-means
segmentation. Visual geometry group 19 (VGG19) model used to optimize for WBC classification, reaches
an accuracy of 96.24%. Validated using 12,444 pictures of blood cells (monocytes, lymphocytes, eosinophils,
and neutrophils), the model performs better than Inception, ResNet, and recurrent neural network (RNN),
especially when data augmentation techniques are used.

In 2025, a new DL technique called Swin-spatial pyramid down(SPD)-Wasserstein distance loss
(WDLoss) you only look once (SSW-YOLO) was created to improve blood cell recognition by tackling
issues with low-resolution images and small target detection [21]. It incorporates a streamlined c2f module,
Swin Transformers for multi-scale attention, spatial pyramid down sampling convolution (SPD-Conv) layers
for enhanced feature extraction, and WDLoss for enhanced localization accuracy. These enhancements speed
up diagnosis, lower human error, and improve detection accuracy. SSW-YOLO outperforms current
techniques with a mean average precision (mAP) of 94.0% when tested on the BCCD dataset.

This work suggests minimizing feature extraction at low cost and reducing feature dimensionality
from DL model by PCA technique and used it to evaluate and compare different ML algorithms in order to
get a suitable method for applications. Additionally, the effects of different blood cell types on the
performance of classification models were analyzed and optimized.

2. METHOD AND MATERIALS

The study presents a blood cell classification system that integrates automatic feature extraction
based on DL using InceptionV3 with PCA for dimensionality reduction. Two distinct classification pipelines
are used one with PCA and one without it. Both approaches use logistic LR, KNN, neural network (NN), and
SVM in the classification task. The dataset is split into 66% for training and 34% for testing, followed by 20-
fold cross-validation to assess model robustness. Figure 1 illustrates the flowchart of the proposed system.

2.1. Image acquisition

The dataset used in this study was performed by collecting microscopic PBC images from the
CellaVision DM96 analyzer at Barcelona Hospital Clinic. The data set consist of 11,092 images across eight
blood cell classes: neutrophils, eosinophils, basophils, lymphocytes, monocytes, immature granulocytes
(1Gs), erythroblasts, and platelets, each image is (360%363 pixels, JPG) [22]. Figure 2 presents a violin plot
of cell size distributions, showing that platelets have the most uniform sizes, while monocytes and IGs
exhibit greater variability. The dataset is moderately imbalanced, with fewer basophils (200 images) and IGs
(150 images) compared to neutrophils (4,000 images) and lymphocytes (3,200 images). No class weighting
or sampling techniques were applied; the models were trained on the original dataset to reflect the natural
distribution of cell types in clinical settings.
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Figure 1. Flowchart of the proposed blood cell classification system
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Figure 2. Violin plot showing the distribution of blood cell sizes across eight classes

2.2. InceptionVa3 classification

InceptionV3 is a deep CNN developed by Google Research to enhance image classification,
detection, and segmentation performance [23]-[25]. It consists of 42 layers and is pretrained on the ImageNet
dataset containing 1,000 classes [23]. The architecture includes three main inception modules (A, B, and C)
composed of parallel convolutions with different kernel sizes (1x1, 3x3, and 5x5) [24]. An auxiliary
classifier is incorporated to improve regularization, while factorized and asymmetric convolutions reduce
computational cost and parameters [25], [26]. Figure 3 illustrates the InceptionV3 architecture.
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Figure 3. Architecture of the InceptionvV3 CNN
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2.3. Classification algorithm in ML
ML involves techniques used in different tasks such as, data analysis, pattern recognition, and
classification the choice of algorithms and features plays critical roles in the classification effective. This
study focuses on four widely used classifiers: SVM, KNN, LR, and NN.
— LR: LR is used when the response variable is categorical, the probability of an event is estimated by
fitting data to a logistic (sigmoid) function [27]. The predicted probability is given in (1):

e(P0+b1X)

(x) = T+o(b0+bIX) @)

where, p(x): predicted output, b,: intercept term, b; coefficient for the single input value (x).
NN: it uses a multilayer perceptron (MLP) which is a feedforward neural network that maps inputs
through fully connected hidden layers to outputs [28].

— SVM: is a supervised ML technique used for classification in high-dimensional feature spaces [29]. It
separates data by constructing a hyperplane that maximizes the margin between classes [30]. For a linear
SVM, the decision function is defined using (2):

fx)=w.x+b 2

Where, x: input feature, w: weight vector orthogonal to the hyperplane, and b is the bias.

— KNN: is a supervised learning algorithm that classifies objects based on the closest data points in a multi-
dimensional feature space [31]. During training, it stores the feature vectors and labels. For classification,
it computes the distance between a test point and all training points, identifies the KNNSs, and assigns the
class most common among them. The Euclidean distance is commonly used as in (3):

dpuctidgean (%, y) = Z?=1(xi - ¥i)? 3)

2.3.1 Parameters of ML models

The hyperparameters are important as an external configuration for all ML models. The
hyperparameters were optimized for classification before training. In this study, the hyperparameters is used
as illustrated in Table 1.

Table 1. Optimized hyperparameters for ML models used in blood cell classification

ML
. Parameters
algorithm
SVM Polynomial kernel (degree 3), € = 1.0, € = 0.1, tolerance = 0.0011, iterations = 2000
KNN Neighbors =5, Euclidean distance, distance-based weighting
NN Hidden layers = 100, rectified linear unit (ReLU), stochastic gradient descent (SGD) solver, ¢ = 0.04,
iterations = 2000
LR L2 (ridge) regularization, C = 6

2.4. Principal component analysis

PCA is a linear dimensionality-reduction method which converts high-dimensional data into a set of
uncorrelated principal components (PCs), each of them represents a direction of maximum variance in the
data [8]. This technique is particularly effective for image-based feature datasets, where different features
may be highly correlated due to shared structural or morphological characteristics.

In this study, the Inception-V3 model was used to extract 2,048 deep features from blood cell
images. these extracted features exhibited substantial redundancy, due tothe fact that blood cells share
common morphological properties such as size, shape, area, and internal texture. To reduce this redundancy
and enhance computational efficiency, PCA was applied to transform the original feature space into a lower-
dimensional representation. The resulting dataset contains 100 principal components. Before applying PCA
and in order to ensure equal contribution of each feature, all features’ values were normalized using (4).

— Xou
7== 0)
where, X refers to the original feature vector, p represents the mean, and o is the standard deviation of each
feature.
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Then, the relationships between features were quantified using the covariance matrix, as in (5).

T, (61 =x1) (x2;-x2)
n

cov(xl,x2) = ®)
where, n represents the total number of samples, (x1)" and (x2)" are the mean values.
The eigenvalues (1) and eigenvectors (X) of the covariance matrix (4) were computed by solving (6).

AX = X (6)

where, A: elements of features as square matrix

The eigenvectors corresponding to the largest eigenvalues form the principal components. These
PCs are orthogonal and ranked according to the amount of variance they capture. After eigen-decomposition,
the first 100 principal components were selected. These components retained approximately 76% of the total
variance. The retained components exhibited relatively uniform mean values as a result, PCA improves both
the computational efficiency and classification performance of the downstream machine-learning models
used for blood cell recognition [32].

2.5. K-fold cross validation method

In this technique the dataset is divided into n folds, used once for validation while the others used in
model training. This process diminishes overfitting, improves generalization, and provides a stable
performance estimate by averaging results across folds [33]. In this study 20-fold was used for data
validation.

2.6. Performance evaluation metrics
The performance of the proposed architecture for blood cell classification was assessed using the
following metrics:
— Accuracy: measures the overall proportion of correct predictions. While useful, it may be misleading for
imbalanced datasets.

TP+TN

Accuracy = ———
y TP+TN+FP+FN

()

— Recall: indicates the proportion of actual positives correctly identified. High recall is critical when
missing positive cases is costly.

TP
Recall = ——
TP+FN

®)
— Precision: measures the proportion of positive predictions that are correct, important when false positives
are costly.

TP
TP+FN (9)
— F1-score: harmonic mean of precision and recall, useful for imbalanced datasets. Higher values indicate a
better balance between precision and recall.

Precision =

PrecisionXRecall
F1=2x Precision+Recall (10)

— AUC-ROC: the area under the curve (AUC) of the receiver operating characteristic (ROC) evaluates the
ability of the model to distinguish between positive and negative classes. AUC values range from 0.5
which represents random performance to 1 indicating to perfect classification, while the ROC curve plots
true positive rate against false positive rate across thresholds [31], [33].

3. RESULTS AND DISCUSSION

In this study, ML techniques with PCA were applied to classify BCs [16]. The dataset used consists
of 11,092 images across eight classes. Experiments were conducted using Python on an open-source platform
with an NVIDIA GeForce RTX 4050 GPU and an Intel Core i7-13620H processor (2.40 GHz).
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3.1. Effect of dimensionality reduction

Two validation strategies have been used in evaluating the classification: 66%/34% train—test split
and 20-fold cross-validation with two feature settings to assess their impact on model performance, full 2048
features and 100 features reduced by PCA.

3.1.1. 66-34% train-test split

Using the 66%-34% train—test split, SVM achieved the highest performance without PCA, with
92.6% accuracy and 0.995 AUC, as shown in Figure 4 and Table 2, demonstrating its effectiveness for high-
dimensional, multi-class data. NN and LR performed similarly, with accuracy of 92.2% and 92.4%, and AUC
of 0.994. KNN showed the lowest performance (73.4% accuracy, 0.935 AUC), indicating its limitations with
high-dimensional features [17]. After applying PCA, SVM remained the best (89.3% accuracy, 0.990 AUC),
followed by NN (88.0% accuracy, 0.987 AUC) and LR (87.8% accuracy, 0.984 AUC), while KNN showed a
slight improvement (72.9% accuracy, 0.920 AUC).
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§ KNN+PCA £
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Figure 4. Comparison of four ML models with and without PCA using (66/34% train — test split)

Table 2. Performance of ML models with and without PCA using 66-34% train — test split

Models AUC AC% F1-score% Precision% Recall%
KNN 0.935 73.4 72.9 74.2 73.4
SVM 0.995 92.6 92.6 92.6 92.6

LR 0.994 92.4 92.4 92.4 92.4

NN 0.994 92.2 92.2 92.2 92.2

KNN+ PCA 0.92 72.9 72.5 73.3 72.9

LR+PCA 0.984 87.8 87.7 87.7 87.8

SVM+PCA 0.99 89.3 89.2 89.3 89.3
NN+PCA 0.987 88 87.9 88 88

3.1.2. 20-fold cross-validation

In 20-fold cross-validation without PCA, SVM achieved the highest performance (93.4% accuracy,
0.996 AUC), followed by NN (93.1% accuracy, 0.995 AUC) and LR (92.9% accuracy, 0.995 AUC), while
KNN performed worst (73.4% accuracy, 0.925 AUC), confirming its limitations with high-dimensional data.
With PCA applied, SVM remained the best-performing model, achieving 90.1% accuracy and an AUC of
0.991. Meanwhile, KNN showed a slight improvement in accuracy (74.2%) due to reduced feature space
noise, as illustrated in Figure 5 and Table 3). Overall, PCA slightly reduced the accuracy of the top models
but preserved key features while lowering computational complexity. The 20-fold cross-validation provided
robust performance estimates across all classifiers.

The mean values of the first 100 PCA components are shown in Figure 6, which arrange in a narrow
range of approximately 0.292 to 0.308. This uniform distribution indicates consistent scaling and balanced
contribution across components after normalization. The selected 100 components maintain 76% of the total
variance, confirming that PCA preserves the essential structure of the original 2,048-dimensional feature
space while reducing redundancy. This balance across components indicates that the PCA is suitable for
dimensionality reduction and ensures that the most informative features remain available for downstream
classification tasks.
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Figure 5. Comparison of four ML models with and without PCA using 20-fold cross validation
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Table 3. Performance of ML models with and without PCA using 20-fold cross-validation

Models AUC  AC%  Fl-score% Precision%  Recall%
NN+PCA 0.989 88.7 88.7 88.7 88.7
LR+PCA 0.985 88.1 88.1 88.1 88.1
SVM+PCA 0.991 90.1 90 90.1 90.1
KNN+PCA 0.928 74.2 73.9 74.5 74.2
NN 0.995 93.1 93.1 93.1 93.1
LR 0.995 92.9 92.9 92.9 92.9
SVM 0.996 93.4 93.4 93.4 93.4
KNN 0.925 73.4 73.1 74 73.4
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Figure 6. Statistical Summary of the first 100 PCA components

3.2. Class-wise performance

Figures 7(a) and (b) illustrates the Class-wise ROC analysis, confirming that superior and consistent
performance across all blood cell types was achieved by SVM model. Without PCA, the model obtained the
highest AUC values with (0.998) for platelets, (0.994) for eosinophils, and (0.987) for neutrophils. After
applying PCA, the performance declined slightly, most notably for monocytes (AUC decline from 0.950 to
0.862) and 1Gs (from 0.955 to 0.913), This may be caused because of the loss of fine morphological details
which preserved only in the original high-dimensional features.
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Figure 7. Class-wise ROC curves for all blood cell types using the SVM model with 20-fold cross-validation:
(a) without PCA and (b) with PCA

The confusion matrices obtained from 20-fold cross-validation ML (SVM, NN, LR, and KNN)
without PCA are illustrated in Figures 8(a)-(d) respectively. These results showing that neutrophils,
eosinophils, and platelets were classified consistently with high precision and recall across all models. As a
result, this can reflect clear morphological distinctions. While monocytes and 1Gs showed higher
misclassification rates, indicating that these cell types require the full high-dimensional feature set to
preserve subtle structural differences.
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Figure 8. Confusion matrices of KNN, SVM, LR, and NN without PCA using 20-fold cross-validation:
(@) SVM, (b) NN, (c) LR, and (d) KNN
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Figure 9 presents the confusion matrices after applying PCA with ML models. The dimensionality
reduction improved overall model stability and reduced noise, Figure 9(a) particularly for SVM and Figure
9(b) for NN, both of which maintained high accuracy and balanced performance across all classes. LR is
illustrated in Figure 9(c), also demonstrated more consistent predictions after PCA. However, KNN was
more negatively affected, as illustrated in Figure 9(d), showing a noticeable decline in precision due to its
sensitivity to feature compression and distance distortions introduced by PCA [15].

Overall, combining PCA with 20-fold cross-validation enhanced computational efficiency and
model robustness. Among all methods, SVM and NN achieved the most reliable and stable blood cell
classification under both original and reduced feature spaces.
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Figure 9. Confusion matrices of SVM, NN, LR, and KNN with PCA using 20-fold cross-validation: (a) SVM
(b) NN, (c) LR, and (d) KNN

3.3. Comparative model analysis

The performance of SVM and KNN with and without PCA under different validation strategies is
summarized in Table 4. Overall, SVM achieved the highest accuracy of (93.4%) and AUC of (0.996) in the
20-fold cross-validation without PCA. This confirms the robustness of the models when operating on the full
2,048-dimensional feature set. After applying PCA, the accuracy of SVM decreased slightly to (90.1%),
reflecting the trade-off between computational efficiency and the loss of subtle morphological cues. The
reduction in discriminative performance particularly affected monocytes and IGs, which rely on fine-grained
features that may be attenuated during dimensionality reduction.

Table 4. Comparative performance of SVM and KNN with and without PCA under different validation

strategies
Method Feature set KNN accuracy / AUC SVM accuracy / AUC
66%-34% split ~ Without PCA 73.4%/0.935 92.6% /0.995
66%-34% split with PCA 72.9% /0.920 89.3%/0.990
20-fold Without PCA 73.4%/0.925 93.4%/0.996
20-fold With PCA 74.2% /0.928 90.1%/0.991
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The performance of KNN was consistently lower than SVM under all configurations. The model
struggled most in the high-dimensional space without PCA, highlighting its sensitivity to the curse of
dimensionality. PCA improved KNN performance slightly (with 74.2% accuracy in 20-fold cross-validation),
consistent with theoretical expectations that distance-based classifiers benefit from compressed feature
spaces and reduced noise.

The use of 20-fold cross-validation provided more reliable performance estimates than the 66%-—
34% split by allowing every sample to contribute to both training and evaluation. This repeated sampling
process reduces variance, mitigates class imbalance effects, and offers a more realistic assessment of the
model’s generalization capability [33].

3.4. Comparison to referenced methods

Overall, the proposed SVM-based approach provides the best balance of accuracy, robustness, and
clinical applicability compared to previously published methods, as shown in Table 5. Unlike earlier studies,
the proposed method evaluates eight blood cell types, incorporates PCA-based dimensionality reduction, and
demonstrates stable performance even after feature compression.

Table 5. Comparison of the proposed SVM-based method with previously published methods

Reference Techniques Accuracy Limitation
DL feature extraction + No evaluation under dimensionality reduction; limited
[9] 89% . e
ML multi-class validation
[12] Attention-based 93% Designed for segmentation, not classification;
Segmentation computationally heavy; no PCA integration
[17] ML techniques 90% Binary classification only (WBC vs RBC); no evaluation
of subclass accuracy
7 CNN 91.3% No PCA,; high dataset of WBC types
. General disease prediction focus; does not evaluate multi-
0 ;

[13] Al models comparison 88% class imbalance or PCA impact

Proposed work InceptionV3 + 92.6% (No PCA), Superior resilience to feature reduction; highest robustness

(2025) SVM+PCA/no PCA 90.1% (PCA) across all 8 cell types with less features

4. CONCLUSION

SVM robustly classified all blood cell types, achieving 92.6% accuracy without PCA and 90.1%
with PCA. Platelets, eosinophils, and neutrophils showed the highest AUCs 0.998, 0.994, 0.987, respectively.
PCA slightly reduced accuracy, particularly for monocytes and 1Gs, but improved computational efficiency.
Overall, full features maximize accuracy, while PCA provides a practical trade-off for faster processing.
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