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Lampung province holds substantial tourism potential that remains
underutilized due to fragmented information and limited promotional
strategies. This study introduces a smart tourism application integrating
markerless augmented reality (AR) with cyber-physical-social systems
(CPSS), representing the first implementation of its kind for location-based
tourism in the region. The novelty lies in the hierarchical coordinate
transformation architecture (HCTA), a multi-layer computational framework
employing the Haversine formula to achieve high-precision mapping of
geographic coordinates into AR-optimized perceptual views. The system was
evaluated for geolocation accuracy, resource utilization, backend scalability,
AR rendering robustness, and user experience. Results show strong
performance: geolocation tests across seven destinations yielded a mean error
rate of 1.5%; AR operations remained efficient with 8-10% central processing
unit (CPU) and 140-160 MB random access memory (RAM) usage; and
rendering was stable across 360° device orientation. Backend tests confirmed
scalability, sustaining 56 requests per second with zero failures under 100
concurrent users. A user study with 20 participants using the user experience
questionnaire-short (UEQ-S) revealed highly positive outcomes, with overall
scores 2.275, all within the Excellent benchmark. These findings confirm that
the application is not only technically robust and efficient but also engaging
and enjoyable, offering a scalable framework for immersive smart tourism
ecosystems.
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1. INTRODUCTION

In the digital era, technology has become a critical driver of transformation in the global tourism
industry. Mobile applications, web-based platforms, and immersive technologies such as augmented reality
(AR) and cyber-physical-social systems (CPSS) enable more interactive, personalized, and sustainable travel
experiences [1]-[3]. These innovations broaden access to tourism information while enhancing user
engagement through dynamic and context-aware services [4], [5]. Within this broader trend, regions such as
Lampung in Indonesia face both opportunities and challenges in leveraging digital technologies to strengthen
destination competitiveness and visitor satisfaction [6]-[8].
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Lampung province in Indonesia is renowned for its natural and cultural richness, offering substantial
potential for tourism development [9], [10]. Popular destinations such as Marina Beach, Mutun Beach, Sari
Ringgung Beach, Pahawang Island, and Way Kambas National Park attract local and domestic tourists [11],
[12]. However, this potential has not been fully realized due to limited promotion, fragmented information, and
weak community engagement [13], [14]. The absence of effective marketing strategies has contributed to
Lampung’s relatively low competitiveness in the national tourism landscape, with the province ranked only
12" in domestic tourist trips in 2024 [15], [16]. Existing tourism platforms remain restricted to static web
content with little interactivity or personalization, while earlier AR-based applications are largely marker-
dependent, limiting flexibility and, in some cases, disrupting the natural aesthetics of tourist sites. These
shortcomings highlight the urgent need for an adaptive, immersive, and user-centered smart tourism solution,
particularly through the integration of markerless AR and CPSS technologies.

CPSS integrate digital technologies with human and social interactions to create intelligent and
adaptive environments [17]. In tourism, CPSS enable the development of smart, sustainable, and personalized
travel experiences that improve visitor satisfaction and contribute to regional competitiveness [18]. As outlined
by Ashari [19], CPSS consist of three key dimensions: cyber (connectivity and cloud computing), physical
(mobile devices equipped with global positioning system (GPS) and sensors), and social (user-generated
content and feedback). When combined with AR, CPSS can further enhance engagement by delivering
immersive and context-aware services, positioning AR-CPSS integration as a cornerstone of smart tourism
ecosystems [20].

AR has gained increasing attention in tourism for its ability to provide real-time overlays of cultural
and natural attractions, thereby enriching the visitor experience [21]. Compared to marker-based systems,
markerless AR offers greater flexibility and immersion by eliminating the need for static triggers such as quick
response (QR) codes [22]. Studies in Indonesia have confirmed its usability, reporting accuracy rates above
90% and strong user satisfaction [23], although device compatibility remains a limitation [24]. In contrast,
recent evaluations of marker-based AR highlight practical challenges, including sensitivity to lighting
conditions, viewing distance, and marker durability, with usability scores rated only at a moderate level (system
usability scale (SUS) = 71.58) [25]. In Lampung province, earlier AR applications have shown potential in
promoting destinations and delivering interactive content to tourists [26]. Building upon these findings, this
study proposes the integration of mobile and web-based markerless AR with CPSS to deliver dynamic,
adaptive, and user-centered tourism services that overcome the constraints of conventional systems.

Despite these advantages, several limitations remain. Marker-based AR systems are inherently
restricted by their reliance on predefined physical markers, which limits flexibility and applicability across
diverse environments. Moreover, existing mobile-based implementations often demand relatively high
hardware specifications to support real-time rendering, reducing accessibility for users with mid-range or low-
end devices. These constraints pose challenges for scalability and widespread adoption of AR-based tourism
applications.

Beyond marker dependency and hardware limitations, location-based AR in tourism faces
fundamental challenges in coordinate transformation. Existing AR frameworks often fail to accurately render
distant geographic points within perceptually constrained environments, causing destinations located hundreds
of kilometers away to appear distorted or invisible [27], [28]. Such spatial mapping inadequacies undermine
user experience, as virtual objects lose coherence and directional accuracy when projected into real-world
settings [22], [29]-[31]. The absence of a systematic, multi-layered coordinate transformation architecture has
resulted in inconsistent AR object placement, poor depth perception, and compromised spatial relationships
between virtual tourism content and physical geographic references [32]. This highlights the need for a
systematic, multi-layered computational framework capable of bridging real-world geodetic coordinates with
AR-optimized perceptual positioning. To address this gap, this study introduces the hierarchical coordinate
transformation architecture (HCTA), a novel approach designed to improve spatial accuracy and ensure
immersive, consistent rendering of virtual tourism content.

Building on these challenges and previous research, there is a clear need for a technology-driven
solution that can improve access to tourism information in Lampung province. Mobile and web-based
applications are particularly well-suited to this purpose, as they provide on-demand access to services and
greater flexibility for tourists regardless of time or location. Markerless AR offers a significant advantage in
this context by eliminating the need for physical markers such as QR codes, thereby enabling broader
exploration of tourist sites while preserving their natural aesthetics [33]-[35]. This approach enriches the visitor
experience through interactive and immersive features. Among the available frameworks, AR.js stands out as
a promising tool for developing markerless AR-based applications compatible with both Android and web
platforms. When integrated with the CPSS paradigm, AR.js can deliver real-time visualizations of nearby
attractions, enriched with ratings and user-generated content. By combining the cyber (digital), physical
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(environmental), and social (feedback) dimensions, this integration fosters innovative approaches for
promoting Lampung’s tourism while enhancing user engagement and information dissemination.

The novelty of this study lies in the integration of markerless AR and CPSS within mobile for tourism
development in Lampung province. Unlike earlier works that primarily employed marker-based AR for
destination promoation, this research adopts a holistic approach that combines digital infrastructure, geospatial
accuracy, and community interaction to create an adaptive and user-centered smart tourism experience. This
integration not only enhances engagement through immersive and flexible content delivery but also leverages
real-time data and feedback to provide personalized services. Consequently, the proposed system strengthens
Lampung’s competitiveness in the national and international tourism landscape.

In the development of smart tourism applications, it is essential to conduct both functional and non-
functional testing to ensure feasibility and optimal performance under real-world conditions [24], [36]. For
AR-based systems, this includes evaluating overlay accuracy, geolocation precision, object readability, and
application programming interface (API) response times as indicators of technical efficiency. However, beyond
technical performance, assessing user experience is equally critical to determine whether the system provides
practical value and engagement. To this end, the user experience questionnaire short (UEQ-S) was employed,
as it offers a concise yet validated framework that effectively captures both pragmatic aspects (usefulness,
efficiency, clarity) and hedonic aspects (stimulation, enjoyment, novelty). Compared to the full UEQ, the short
version provides a more efficient and time-saving measurement of user satisfaction while reducing respondent
burden [37].

2. METHOD

Figure 1 illustrates the five-phase research workflow. Phase 1 designs the CPSS architecture (cyber,
physical, social aspects). Phase 2 outlines business processes, including user interaction, contribution, location
search, and AR display. Phase 3 introduces the HCTA for accurate AR rendering through geographic,
perceptual, and device coordinate systems. Phase 4 integrates CPSS logic with data flow, coordinate mapping,
and real-time rendering. Phase 5 conducts evaluations on location accuracy, resource utilization, AR rendering,
API performance, and user experience (UEQ-S).

Research Workflow

Phase 1: CPSS Architecture Design

cyb

Social Aspect
- User Reviews.

User Contribution
3 Submit

Phase 3: Hierarchical Coordinate Transformation Architecture (HCTA)
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Figure 1. Research workflow diagram
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2.1. Phase 1: CPSS architecture design

Figure 2 illustrates the development architecture of a markerless AR tourism application based on the
Cyber—Physical-Social System (CPSS) paradigm. The architecture combines physical elements such as mobile
devices and sensors with cyber components including servers, cloud services, and APIs to support real-time
data processing. Social aspects are integrated through user interaction and content sharing to enhance
contextual and interactive tourism experiences.
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Figure 2. Cyber-physical-social system diagram

Based on Figure 2, the core components of the CPSS framework integrated into the developed system are
outlined as follows.

2.1.1. Cyber aspect

The cyber aspect of CPSS refers to how data is collected and processed from users’ smartphones via
embedded sensors to enhance information delivery to other users [38]. The following outlines the cyber aspect
of CPSS, location-based tourism applications, incorporating maps APIs, OAuth for secure access, and internet
connectivity.

—  Api maps: the application integrates the Google Maps API to determine user location and support
navigation features such as optimal routing, traffic information, and estimated travel time [39], [40].

—  OAuth services: by implementing OAuth, the application eliminates the need to store passwords or other
sensitive credentials, thereby reducing the risk of security breaches [41].

— Internet: an active internet connection is essential for enabling access to cloud services and real-time maps
APIs. it also facilitates integration with external information sources, including user reviews, destination
ratings, and social media content, allowing users to share travel experiences, photos, and reviews directly
through the platform.

2.1.2. Physical aspect
The physical aspect includes all hardware components that interact with the real world [42]. Some
physical aspects developed in the system are:

—  The user is a human actor who interacts with physical environments via smartphone or tablet devices.

—  Smartphones or tablets serve as the primary devices for tourists to access information. They encompass
critical hardware components such as screens, cameras, GPS, compasses, and gyroscopes, which
collectively enable AR functionalities.

—  The camera is used to captures the user’s surroundings, which are then processed to overlay AR content
aligned with the physical environment.

—  GPS sensor provides real-time location data to accurately determine the user’s position in the physical
world.

—  Compass and gyroscope sensors are used to help determine the orientation and direction of the device to
display AR objects in the right position.
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—  The server as a backend component for storing and processing large-scale tourism data, which is
transmitted to user devices as needed.

2.1.3. Social aspect
Each individual within the system contributes through various interactions that enhance the richness,

relevance, and overall quality of the content presented [38], [43].

—  Users can contribute by sharing their experiences through textual reviews and image uploads on various
tourist destinations [19]. This feature enables the exchange of impressions, insights, and practical tips to
assist other travelers. Shared content can also be distributed via integrated social media platforms such as
Facebook, Instagram, X (formerly Twitter), and WhatsApp.

—  Users are permitted to contribute new tourist destinations after submitting at least ten reviews on different
locations. The “contribute” feature enables active users to provide detailed information about attractions,
including location data, available facilities, and other relevant details.

—  Service quality assessment is a key feature within the CPSS framework [44]. Users can express feedback
through likes, dislikes, and star ratings as a form of evaluation for each tourist attraction. Metrics such as
view counts, likes, and overall ratings are publicly displayed.

2.2. Phase 2: business process design
Some of the core business processes and functional activities implemented within the system are as
follows.

2.2.1. User interaction with tourist attraction information

Figure 3 illustrates the user interaction process after logging in with a Google account. The dashboard
provides multiple access points, including explore, maps, AR camera, and Bookmarks. From these, users can
search for attractions, view details, and perform various actions such as saving to bookmarks, submitting
reviews, liking/disliking, opening routes with Google Maps, or sharing information via social media platforms.

Find Nearest Place

Login with Google @
Account
o
[

Save to L
Like & Dislike

View Place Detail

User

Logout

User Data

Open Rute with
Google Maps
Post or Share Place Info to
Another Platform

External Apps

Figure 3. Workflow of user interactions in accessing tourist destination information

2.2.2. User contributor: adding new tourist attractions

As shown in Figure 4, new users cannot immediately add tourist destinations. To unlock this feature,
they must first submit at least ten reviews across different locations. Once the requirement is met, the system
grants access to the contribution page, allowing users to register and submit detailed information about new
destinations.

2.2.3. Tourist location search process using maps

As shown in Figure 5, users enter keywords and their current coordinates into the maps interface,
which are sent to the server. The system queries matching destinations, calculates distances, and filters results
within a 500 km radius of Lampung province. The filtered locations are then rendered on the Google Maps
canvas, with a dynamic zoom adjustment applied to ensure all markers are properly displayed.
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2.2.4. AR card display process based on tourist location

Figure 6 shows the AR card display workflow on the AR camera interface. When activated, the system
sends the user’s location to the server, which retrieves the three nearest tourist attractions. The AR.js module
then adjusts their coordinates to 10, 15, and 20 meters to simulate depth and perspective before rendering them
in real time as AR cards on the camera canvas.

Figure 7 illustrates the coordinate transformation applied when the AR camera is activated. The
system adjusts distant tourist locations (100-250 km) to appear at 10, 15, and 20 meters from the user by
recalculating their coordinates. This ensures AR objects remain visible and appropriately scaled, as distant
points would otherwise appear too small or be invisible.
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Figure 7. Distance transformation from actual location to AR-rendered position
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2.3. Phase 3: HCTA

The widespread adoption of AR applications in tourism has highlighted the critical need for
sophisticated coordinate transformation systems. These systems are essential for accurately bridging real-world
geographic coordinates with perceptually optimized virtual object placements. This paper proposes (HCTA),
illustrated in Figure 8. This novel three-layer computational framework aims to solve the fundamental problem
of displaying distant tourist destinations within AR environments while maintaining spatial accuracy and
optimizing user experience. The HCTA operates via a systematic transformation pipeline, converting WGS84
geographic coordinates through distance compression algorithms, ultimately yielding camera-relative 3D

positioning suitable for real-time AR rendering.
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Figure 8. HCTA for AR tourism applications

2.3.1. Layer 1: geographic coordinate system (GCS)
a.  Coordinate representation

In the context of markerless AR tourism applications, precise coordinate specification becomes critical
for establishing the spatial relationship between user location and tourist destinations. The world geodetic
system 1984 (WGS84) serves as the global reference frame, providing a standardized ellipsoidal model that
enables consistent geographic positioning across different platforms and applications, can be seen in (1) [45].

Pgeo = (¢, A h)) 1)

where,
@ = latitude in decimal degrees [-90°, +90°]
A = longitude in decimal degrees [-180°, +180°]
h = height above WGS84 ellipsoid (optional)
b. Degree to radian conversion

The conversion from degrees to radians represents a critical preprocessing step in spherical
calculations. This essential conversion is systematically applied to geographic coordinates using the following
equations: For the first latitude, lat, (in degrees), its radian equivalent ¢1 is calculated using (2). Similarly,
the second latitude, lat, (in degrees), is converted to @2 in radians according to (3). Furthermore, the difference
in longitudes, (lon, — lon,) (in degrees), is transformed into 41 in radians as described by (4). These
conversions ensure that all angular inputs are in the appropriate radian format.

@, = lat; x (%) 2
@, = lat, X (1%) 3
AX = (lon, — lon,) x (%) 4)
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where,
— ¢ (phi): latitude in radians
— A (lambda): longitude in radians
: Pi constant (3.14159)

c.  Haversine component

The haversine component represents the heart of the distance calculation, combining both latitudinal
and longitudinal differences into a single scalar value that captures the three-dimensional relationship between
two points on Earth’s surface. The value a resulting from (5) will then be used in the subsequent steps of the
Haversine formula to compute the final distance. This is the fundamental part that “weights” the contributions
of both latitude and longitude changes simultaneously in the Earth’s three-dimensional space [46].

a = sin? (AT(p) + cos(¢g;) X cos(¢p,) X sin? (%) (5)
where,
— A @ — @, (latitude difference)
—  AA: A; — A4 (longitude difference)

The haversine formulation is specifically designed to avoid computational problems that arise in
alternative approaches. The law of cosines formula does indeed suffer from round-off errors for small distances

due to the computation of cos(c) =1 — CZ—Z for small c, leading to loss of precision when subtracting nearly
equal numbers.
d.  Great-circle distance

The transformation from the haversine component to the actual angular distance employs the inverse
haversine function, implemented through the two-parameter arctangent function [47]. This angular distance,
denoted as ‘c’, is precisely calculated using (6) and distance in meter calculated using (7).

c =2 xatan2 X (Va,vV1—a) (6)
d=R X ¢ (7

where,
—  d:distance in meters
—  R:earth’sradius (6,371,000 m)
—  atan2: two-parameter arctangent function

Subsequently, a circle bearing calculation is applied to determine the angular direction between the
user and the destination [48]. This enables the system to rotate the AR object along the Y-axis, ensuring that it
consistently faces the camera within a 3D environment. The Figure 9 illustrates this transformation and
orientation process. By calculating the object’s bearing relative to the user’s position, the front of the AR object
can be consistently oriented toward the camera’s center point. As a result, the object’s front face remains visible
regardless of camera rotation.

Figure 9. Circle bearing between user position and tourist attraction

e.  Vector components
The great-circle bearing calculation requires computing two vector components that represent the
direction from the starting point to the destination on a spherical Earth model. Component X, which captures
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the eastward-westward directional influence, is calculated using (8). Simultaneously, Component Y,
representing the northward-southward directional influence, is derived using (9).

X = sin(A1) x cos(¢p,) )]

Y = cos(g,) X sin(¢p,) — sin(@,) X cos(@,) cos(Ar) 9)

where,
— ¢4 latitude of starting point (in radians)
— ¢ latitude of destination point (in radians)
A: difference in longitude (A, — A,) in radians

f.  Bearing angle

The final step in determining the great-circle bearing is to calculate the bearing angle itself, which
utilizes these vector components. The initial bearing angle, 0, in radians, is computed directly from
Components X and Y using the two-argument arctangent function, as defined by (10).

0 = atan2(X,Y) (10)

To make this bearing intuitive for navigation, it is then converted from radians into standard compass
degrees. This conversion involves scaling by % and ensuring the result is within the 0° to 360° range using
the modulo 360 operation, as shown in (11)

bearing = (0 X % + 360 ) mod 360 (11)

where,

—  0:bearing angle in radians

— atan2(X,Y): two-argument arctangent function that preserves quadrant information
The result gives 0° = North, 90° = East, 180° = South, and 270° = West.

2.3.2. Layer 2: perceptual coordinate system (PCS)
a.  Adjustment ratio

Since AR objects at actual geographic distances would often be too far to see clearly (potentially
kilometres away), we need to bring them closer to an optimal viewing distance while maintaining their
directional accuracy. This adjustment ratio, denoted by r, is calculated by dividing the optimal AR viewing
distance d 4y by the true geographic distance d,.,q; Obtained from the Haversine formula, as shown in (12).

ratio () = —24R (12)
actual

where,
— r:adjustment ratio (0 <r<1)
—  dyg: optimal AR viewing distance (typically 10-20 meters)
—  dgcruar- true geographic distance calculated using Haversine formula
This ratio represents how much we need to “shrink” the actual distance to achieve the desired AR viewing
distance.
b.  Adjusted coordinates

The adjusted coordinates are calculated by linear interpolation along the great-circle path.
Specifically, the adjusted latitude, @new, is determined by adding the product of the latitude difference
(Paest — Puser) and the adjustment ratio (r) to the starting latitude (¢,), as depicted in (13).

Onew = Puser T (Paest — Puser) X T (13)

Similarly, the adjusted longitude, A,,.,,, is calculated by adding the product of the longitude difference
(Agest — Auser) and the adjustment ratio (r) to the starting longitude (4,), as shown in (14).

Anew = Auser T (Aaest — Auser) X T (14)

where,
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— (¢4, 441): user’s current position coordinates

— (¢4, A2): actual point of interest (POI) location coordinates
(@new» Anew): adjusted coordinates for AR display

r: adjustment ratio from (6)

2.3.3. Layer 3: device coordinate system (DCS)
a. AR distance calculation

The (15) calculates how far away an AR object will appear from the user. The distance is calculated
based on an index. The base distance is 10 meters. For each increment of the index i, the distance increases by
5 meters.

dar = dbase + (l X dincrement) (15)

where,
—  dg-: AR distance (in meters)
—  dpase. base distance (constant: 10 meters)
—  i:object index (integer: 0, 1, 2, ...)
- dincrement. distance increment per index (constant: 5 meters)
b. 3D cartesian position calculation
The 3D position coordinates are calculated using polar-to-Cartesian transformation as illustrated in
(16) and (17), incorporating the bearing angle and optimized AR distance.

X = dg X sin(0 bearing) (16)
z = dg X cos(6 bearing) a7

where:
—  x, z: horizontal plane coordinates (meters)
= Bpearing: bearing angle in radians
d,g: AR distance from (13)
c.  Vertical position formula
Vertical position formula as seen in (18) determines the object’s height (yposition) relative to the
user’s eye level.

Yposition = {

—4.0if i = 0 (below eye level)
0.0if i =1 (at eye level)
45if i = 2 (above eye level)

} (18)

d. Rotation formula
Rotation formula defines sets the orientation or direction the object is facing in 3D.
1) X-rotation (rotation,), this is the object’s upward, or downward tilt as seen in (19).

rotation, = {
—20°if i = 0 (tilted down)
0°if i =1 (horizontal)

} (19)

if i =0, the object is tilted down by 20 degrees.
if i = 1, the object is horizontal (no tilt).

2) Y-rotation (rotation,), this is the object’s left or right direction (bearing), which is determined by the
value of the variable 6 bearing as seen in (20).

rotation, = Opearing(for all objects) (20)

TELKOMNIKA Telecommun Comput El Control, Vol. 24, No. 1, February 2026: 71-94



TELKOMNIKA Telecommun Comput EI Control a 81

where,

Bpearing - Bearing angle (in degrees, typically 0-360°)

3) Z-Rotation (rotation,), the value is always 0 degrees, meaning the object is not rolled sideways as seen
in (21).

rotation, = 0° (for all objects) (21)

e.  Scale factor calculation
The scale factor formula as illustrated in (22) provides depth perception by gradually reducing object
size with increasing distance priority.

NOES Spase X (1 —1 X deca}’factor) (22)

where,
—  S(i): scale factor for object index i
—  Spase: base scale factor (1.0)
—  decaYgqctor: Scale reduction per index (0.15)

i: objectindex (0, 1, 2, ...)
f.  Complete 3D transformation vector

This is the final output that combines all previous calculations into a format the AR system can use.

4) Position Vector (P,,.), defines the object’s location (coordinates), as illustrated in (23).

Par = (X, Y Z) = (0: ypositionio) (23)

where,
—  x:dg X sin(0 bearing)
- y:(from (9))
—  z:dg X cos(8 bearing)
x, z is Calculated from distance and bearing for a real-world AR system, though simplified to 0 in
the provided visualization’s vector representation for conceptual clarity.
5) Rotation vector (R,,), defines the object’s orientation, as illustrated in (24).

Rar = (o, B,Y) = (rotation,, ebearing: 0) (24)

where,

—  a:rotation, (19)
- B:rotation, (20)
—  y:rotation, (21)

2.3.4. Vertical positioning framework and spatial distribution analysis

Figure 10 illustrates the vertical positioning of AR objects within a user-centric coordinate system,
where the user/camera serves as the reference origin at eye level (y = 0). Three objects are placed at different
distances: i = 0 at 10 m with a vertical offset of —-4.0 m and a —20° tilt, i = 1 at 15 m aligned with eye level
(y=0),and i =2 at 20 m elevated by +4.5 m. The diagram highlights the spatial relationships through
trajectory lines, vertical offsets, and rotation indicators. The downward tilt applied to i = 0 ensures
perspective-correct rendering for ground-level content, while i = 1 and i = 2 remain horizontally oriented.
This framework demonstrates how distance (d = 10 + 5i) and discrete vertical offsets establish a consistent,
spatially coherent AR visualization.

2.3.5. Polar coordinate distribution and angular positioning framework

Figure 11 presents the top-view distribution of AR objects using a polar coordinate system, with the
user position at the center and concentric circles denoting distance intervals. Objects are placed according to a
linear distance formula d = 10 + (i X 5) meters and a bearing angle 6 (0°-360°). Specifically, i = 0 is located
10 m away at a 45° bearing, i = 1 at 15 m with a 90° bearing, and i = 2 at 20 m with a 315° bearing. The
angular indicators and radial lines illustrate how distance and bearing jointly define spatial positioning,
enabling a full 360° distribution of AR objects. This framework establishes a flexible and mathematically
consistent method for organizing AR content in user-centric environments.
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Side View (Vertical Positioning)
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Figure 10. The illustration of side view (vertical positioning)
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Figure 11. The illustration of top view (distance and bearing)

2.4. Phase 4: system logic of cyber—physical-social system integration

Figure 12 illustrates the integration of CPSS in user location processing. At the physical layer, mobile
devices collect geospatial data via GPS, compass, gyroscope, and camera sensors, which are locally
preprocessed and secured with authentication tokens. The cyber layer processes this data using Google Maps
APIs, the Haversine formula, and the HCTA, while managing POls, media, and reviews in a structured
database. The social layer enables users to contribute reviews, photos, and new destinations, which are
moderated and reintegrated into the system. This cyclical flow ensures continuous refinement of AR content
and reflects the core principles of CPSS in smart tourism.
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Logical Mapping of User Location Processing and CPSS Integration

® Primary data flow
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Figure 12. Integration and logical mapping CPSS and user location processing

2.5. Phase 5: evaluation

The evaluation phase was designed to verify the system’s feasibility across different categories of
Android devices. All experiments were conducted using a Wi-Fi network plan of 75 Mbps, ensuring a stable
environment for real-time data communication and AR rendering. The effective throughput during testing was
consistently within the range of 6875 Mbps for download bandwidth and 20-30 Mbps for upload bandwidth,
which provided sufficient capacity to handle API requests, geolocation services, and AR visualization. To
ensure representative testing, multiple devices with varying hardware configurations and Android operating
system versions were included. These devices ranged from entry-level to flagship smartphones, thereby
covering diverse user scenarios in practical deployments. The detailed specifications of the devices used in the
evaluation are presented in Table 1.

Table 1. Specifications of Android devices used in evaluation

Device brand and model Android OS version CPU/RAM
Realme C2 Android 9 2C/2GB
Vivo 1902 Android 10 4C/3GB
Oppo A53 Android 11 8C /4GB
Huawei P30 Android 11 8C/6GB
Vivo V21 Android 12 8C/8GB
Samsung A51 Android 12 8C/6GB
Xiaomi Redmi K40 Android 13 8C/8GB
Google Pixel 6 Android 14 8C/8GB
Vivo Y27s Android 14 8C/8GB

3. RESULTS AND DISCUSSION
3.1. Backend API architecture

Figure 13 shows the backend architecture deployed on a virtual private server (VPS) using Docker.
The system employs NestJS (representational state transfer (REST) API) running on Node.js, connected to a
MySQL database managed through Prisma object-relational mapping (ORM) and phpMyAdmin. A Traefik
API gateway handles request routing and domain mapping, while Docker ensures deployment consistency and
portability. This architecture provides scalable, structured, and reliable API services for mobile applications.
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Figure 13. Backend API architecture
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3.2. Mobile android architecture

Figure 14 shows the client-side architecture packaged as an Android app rendered via WebView.
Developed mainly with VueJS and supporting libraries, the compiled web content runs through an internal
HTTP server engine. The stack includes Node.js for development, Pinia for state management, and Axios for

APl communication. This integration ensures efficient data handling, modularity, and cross-platform
compatibility in a hybrid Android environment.
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Figure 14. Mobile android architecture

3.3. Application interfaces and function
3.3.1. Home page

The homepage of the application as illustrated in Figure 15 displays a highlight area alongside a
categorized and complete list of tourist attractions. In the highlight area, tourist destinations are shown based
on their popularity, which is determined by the number of likes, reviews, and views. Algorithm 1 presents the
pseudocode for retrieving and displaying highlighted tourist attraction data.

Highlight

Nuwo Bonsai Tubsba Embung Albaret

Figure 15. Highlight section on the home interface
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Algorithm 1. GetHighlightPlaces (function to retrieve highlighted tourism places)

1: Function getHighlightPlaces () -> List of PlaceEntity
2: places = Fetch places from database

3: - Filter:

4: - status = ‘PUBLISHED’

5: - dislike count < 5

6: - Sort by:

7: - rating (descending)

8: - like count (descending)

9: - saved count (descending)

10: - Include related data:

11: - category

12: - map image cover

13: - Limit result to 25 places

14: For each place in places:

15: If place has a category:

16: Set map marker URL using category’s map marker
17: If place has a map image cover:

18: Set map image cover URL using base URL and image filename
19: Return places

The system begins by querying the places table to obtain tourist attraction data, filtering out entries
with more than five dislikes and joining category and file tables to generate complete metadata. Using user
coordinates as input, an initial query retrieves identifiers (IDs) and locations of all destinations. Distances are
then calculated, sorted in ascending order, and the 50 nearest entries selected. A second query fetches detailed
information for these places, followed by a final sorting step. The overall procedure for identifying nearby
attractions is outlined in Algorithm 2.

Algorithm 2. GetNearestPlaces (function to get the nearest places based on user coordinates)

1: Function getNearestPlaces (dto: NearestSearchPlaceDto) -> List of PlaceEntity
2: places = Fetch all places from the database

3: - Filter:

4: - status = ‘PUBLISHED’

5: - dislike count < 5

6: - Select:

7: - 1id, latitude, longitude

8: myCoord = { latitude: dto.latitude, longitude: dto.longitude }
9: placeDistances = Empty list to store place id and distance

10: For each place in places:

11: placeCoord = { latitude: place.latitude, longitude: place.longitude }
12: distance = Calculate distance between myCoord and placeCoord
13: Add { placeId, distance } to placeDistances

14: Sort placeDistances by distance (ascending)

15: nearestPlacelds = Get top 50 placeIlds from sorted placeDistances
16: nearestPlaces = Fetch places from the database

17: - Filter:

18: - id in nearestPlacelds

19: - Include related data:

20: - category

21: - map image cover

22: placeObject = Empty dictionary to store places by id

23: For each place in nearestPlaces:

24: If place has a map image cover:

25: Set map image cover URL using base URL and image filename
26: Store place in placeObject using place.id as key

27: nearestPlacesSorted = Empty list

28: For each placeId in nearestPlaceIds:

29: Add place from placeObject to nearestPlacesSorted

30: Return nearestPlacesSorted

3.3.2. Maps page

The server processes user-submitted keywords to query categories or tourist attractions, returning up
to 100 entries prioritized by ratings and likes. Results are filtered to retain only locations within 100 km of the
user, then transmitted to the client. The client renders these locations on the Google Maps canvas by clearing
old markers, adding new ones, and adjusting the zoom level to ensure all markers are visible. The complete
procedure is outlined in Algorithm 3, with the interface shown in Figure 16.
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Algorithm 3. RenderPlaceSearchlList (function to render place search list on the map)

1: Function renderPlaceSearchList ()

2: If googleMap is null, return

3: For each marker in placeMarkers:

4: Remove marker from map

5: Clear placeMarkers array

6: Import Marker from Google Maps API

7 For each place in placeSearchList:

8: Create marker using place’s latitude, longitude, and category map marker
9: Add marker to the map and to placeMarkers array

10: Shorten place description if longer than 70 characters
11: Get HTML content for marker popup and replace placeholders with place data
12: Create info window with the generated content

13: If showInfoWindow is true, open info window

14: On marker click:

15: Set marker animation to bounce

16: Open info window

17: Stop animation after 1.5 seconds

18: Collect all coordinates (user and places)

19: Calculate the center coordinates

20: If centerCoord is false, return

21: Pan the map to the center coordinates

22: Calculate the distance of each place from the center

23: Set zoom level according to the maximum distance:

24: - Zoom level 12 for distances < 10 km

25: - Zoom level 11 for 10-20 km

26: - Zoom level 8 for 20-150 km

27: - Zoom level 7 for 150-300 km

28: - Zoom level 5 for 300-1000 km

29: - Zoom level 4 for distances > 1000 km

30: Apply the zoom level to the map
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Figure 16. Maps page

The system retrieves categories matching the keyword and queries related tourist attractions.

Distances are calculated, and locations beyond 300 km are filtered out. For valid entries, image URLs are
generated and sent to the client, which renders them on the Google Maps canvas. Markers are placed based on
coordinates, the center point is calculated, and the zoom level is dynamically adjusted according to the
maximum distance between locations (e.g., zoom 12 for <10 km, zoom 11 for 10-20 km), ensuring all markers
remain visible.
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3.3.3. AR camera page

The “renderArCameraPlaces” function orchestrates the AR tourism workflow, from detecting the
user’s GPS location to rendering objects in AR. After obtaining coordinates, it retrieves the three nearest
attractions, calculates distances, and applies coordinate transformations to reposition distant locations into a
visible range of 1020 meters. Orientation is determined using circle bearing, while depth perception is simulated
by placing objects at different vertical levels (below, at, and above eye level) with corresponding rotations. Text
truncation ensures readability before data is passed to the rendering pipeline. The full procedure is outlined in
Algorithm 4.

Algorithm 4. RenderArPlaces (function to get current location and render AR places)
Function renderArCameraPlaces ()

// Phase 1: Geolocation Setup

Call getCurrentGeolocation ()

Set myCoordinates « current user location {latitude, longitude}

Set coordLoaded « true

// Phase 2: Fetch Nearby Places

Call getPlaceArMapSearch (myCoordinates)

nearbyPlaces « placeArSearchlList (top 3 nearest places)

// Phase 3: AR Coordinate Transformation

arPlaces « Empty array

For each place in nearbyPlaces with index i do:

// Calculate actual distance

actualDistance « getDistance (myCoordinates, place.coordinates) // in meters

// Transform coordinates for AR visibility

targetDistance « 10 + (i x 5) // 10m, 15m, 20m

adjustedCoordinates « moveCloser (myCoordinates, place.coordinates,

e el
G W N o XTI

16: targetDistance)
17: // Calculate circle bearing for proper orientation
circleBearing « 360 - getGreatCircleBearing(myCoordinates,
18: adjustedCoordinates)
19: // Set initial position and rotation
20: position « “0 -4 0” // below eye level
21: rotation « “-20 ${circleBearing} 0” // tilted down
22: // Adjust position based on index for depth perception
23: If i = 1 then:
24 position « “0 0 0” // at eye level
25: rotation « “0 ${circleBearing} 0” // horizontal
26: If i 2 2 then:
27: position « “0 4.5 0” // above eye level
28: rotation « “0 ${circleBearing} 0” // horizontal
29: // Create VR Place object
30: vrPlace « {
31: ...place,
32: latitude: adjustedCoordinates.latitude,
33: longitude: adjustedCoordinates.longitude,
34: distance: actualDistance / 1000, // convert to KM
35: circleBearing: circleBearing,
36: position: position,
37: rotation: rotation,
38: name: displayName,
39: description: displayDescription
40: }
41: Add vrPlace to arPlaces array
42: // Phase 4: AR Scene Rendering
43: Call renderARScene (arPlaces)
44: End Function

The “moveCloser” function addresses the challenge of rendering distant tourist attractions in AR,
where objects beyond 20-30 m become imperceptible. It employs the Haversine formula to calculate the great-
circle distance, then applies linear interpolation to reposition objects within 10-20 m while preserving
directional bearing. As outlined in Algorithm 5, the function converts coordinates, computes an adjustment
ratio, and returns transformed latitude and longitude values that maintain spatial accuracy and relative
positioning in the AR view.

The renderARScene function (Algorithm 6) manages AR visualization by initializing the A-frame
environment with GPS tracking and camera integration. It generates interactive AR entities for each
transformed location, positioned using adjusted coordinates and rotation values. Each entity is displayed as an
information card containing images, ratings, text, interaction icons, and distance data, optimized for mobile
viewing. The function also supports touch-based navigation and dynamically adjusts resolution and scene
parameters to ensure smooth performance across devices. The resulting AR interface is shown in Figure 17.
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Algorithm 5. MoveCloser (function to get current location and render AR places)

1: Function moveCloser (start, target, newDistance)
2: // Convert degrees to radians

3: startLat « toRadians (start.latitude)

4: startLon « toRadians (start.longitude)

5: targetlLat —~ toRadians (target.latitude)

6 targetLon — toRadians (target.longitude)

8: // Calculate coordinate differences

9: dLat < targetlLat - startlLat

10: dLon « targetLon - startLon

11: // Haversine formula for distance calculation
12: a « sin?(dLat/2) + cos(startlLat) x cos(targetLat) x sin? (dLon/2)
13: c « 2 x atan2 (Na, V(l-a))

14: actualDistance « earthRadius x c

15: // Calculate adjustment ratio

16: ratio « newDistance / actualDistance

17: // Apply linear interpolation

18: newlat « startlLat + (dLat x ratio)

19: newlon « startLon + (dLon x ratio)

20: Return {

21: latitude: toDegrees (newlat),

22: longitude: toDegrees (newlon)

23: End Function

Algorithm 6. RenderARScene (function to Get current location and render AR places)

1: Initialize render context and setup viewport dimensions
2: Load scene graph and camera parameters

3: Set up lighting environment (ambient, directional, point lights)
4: Configure material properties and shaders

5: For each object in scene:

6: Apply model transformations (position, rotation, scale)
7 Calculate model-view-projection matrix

8: Check if object is in view frustum

9: If visible, submit to render queue

10: Sort render queue by material/shader for performance

11: For each render pass:

12: Bind appropriate framebuffer (shadow maps, G-buffer, etc.)
13: Clear buffers (color, depth, stencil)

14: Set render state (depth test, blending, etc.)

15: For each object in current pass:

16: Bind shader program

17: Set uniform values (matrices, textures, etc.)

18: Bind vertex/index buffers

19: Issue draw call

20: Apply post-processing effects (bloom, DOF, tone mapping)
21: Render UI and overlay elements

22: Present final frame to display

23: Update performance metrics and debug information

Location Found (3)

Taman Faiz
(4.50) 05 KM

Kebun Raya Institut ...
(5.00) 10 KM

® Water World Lampung
(5.00) 22kM

Figure 17. Markerless AR interface using camera
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3.4. Testing and evaluation
3.4.1. Evaluation of location accuracy in map-based services

The accuracy test is conducted to evaluate the precision of distance calculations between the user’s
location and various destination points. In this scenario, the user is positioned at Sumatera Institute of
Technology, with coordinates (-5.358804, 105.314882). The measured distances in the application are
compared with reference values from Google Maps. The accuracy test results are presented in Table 2.

Table 2. Comparison of location accuracy test results between google maps and the developed application

Location name Coordinate (lat, long) Distance in Distance in Error rate (%) = | (distance in app -
' app (Km) maps (Km) distance in maps) / distance in app | x 100

Taman Nasional Way (-4.7138, 105.9331) 98.93 97.2 1.75

Kambas

Pantai Mahitam (-5.5822, 105.3615) 25.24 24.99 0.99

Lampung

Pantai Mutun Lampung (-5.526, 105.2785) 18.92 18.38 29

Pantai Arang Lampung (-5.776, 105.4126) 47.39 45.9 3.14

Jumbo Seafood (-5.4398, 105.2644) 10.56 10.53 0.3

Lampung

Pantai Embe Lampung (-5.6676, 105.1822) 37.18 35.73 391

Pantai Sari Ringgung (-5.5233, 105.2599) 19.18 19.18 0.02

3.4.2. Evaluation of resource utilization on the AR camera interface

Figure 18 summarizes CPU and RAM usage during AR Camera operation across different Android
versions. Newer devices (Android 13-14) showed lower resource consumption (CPU 8-10%, RAM 140-160
MB), delivering smooth and responsive performance (e.g., Google Pixel 6, Vivo Y27s). In contrast, older
devices (Android 9-10) required significantly more resources, with the Realme C2 recording the highest usage
(CPU 21%, RAM 280 MB), resulting in choppy performance. These results confirm an inverse correlation
between resource utilization and AR performance, emphasizing the role of optimized hardware and modern
OS in ensuring efficient and seamless AR experiences.

Performance Across Various Devices and Android Versions
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Figure 18. Evaluation of RAM and CPU usage across multiple devices

3.4.3. Evaluation of AR object rendering at different device orientations

This test evaluates the visibility and orientation of AR objects relative to the user’s position when
viewed from different angles. The user is positioned at Institut Teknologi Sumatera (ITERA) with coordinates
(-5.358804, 105.314882), and the displayed objects represent three tourist locations: Lembah Hijau, Langka
Langit 2, and Pantai Mahitam. The objective is to verify whether the AR objects align accurately with their
real-world directions. The reference angle starts at 0 degrees facing north and rotates clockwise. The results of
the AR object orientation test based on camera angles are presented in Table 3.
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Table 3. Object recognition accuracy at device rotation angles: 45°, 90°, 135°, 180°, 225°, and 270°

Angle Real Readable Visualization Angle Real Readable Visualization
(degree) object object (degree) object object
45 2 objects 2 objects —— 90 2 object 2 object

Lokas! Ditemukan (3) Lokasi Ditemukan (3)

The test at a 45-degree rotation angle showed that two real At a 90-degree rotation, the AR system consistently identified and
objects were successfully detected and correctly rendered  displayed two real objects, both of which were accurately recognized
within the AR interface. This indicates that a minor rotation  and readable. The results suggest stable horizontal alignment of AR
from the initial north-facing orientation does not affect the elements when the device is rotated perpendicularly to the initial
system’s object recognition or spatial accuracy. view.

135 2 objects 2 objects 180 2 object 2 object

The test conducted at 135 degrees confirmed that the system  When the device was rotated to 180 degrees (facing south), the AR
maintained accurate detection of two real objects. Both were interface continued to recognize and display the same two objects
clearly rendered and readable, reinforcing that the AR  correctly. This finding indicates that the system maintains
rendering pipeline remains stable even at diagonal viewing  orientation consistency and does not misinterpret reversed compass
angles. directions.

225 2 objects 2 objects 270 2 object 2 object

At 225 degrees, the system detected three real objects in the  The evaluation at 270 degrees demonstrated that two real objects were
camera frame, but only two were correctly recognized and  consistently detected and accurately recognized. The results confirm
readable. This slight deviation is likely caused by overlapping  that even at near-complete lateral rotation, AR object visibility and
object markers or partial occlusion, suggesting minor visual  alignment remain reliable.

interference under certain rotation conditions.
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3.4.4. API computation time testing

Figure 19 illustrates the system’s API performance measured in requests per second (RPS) under
different levels of concurrent user activity. The horizontal axis represents the number of concurrent users (10,
25, 50, and 100), while the vertical axis indicates the throughput, measured as the number of successful API
requests processed per second. As shown, the “Search by Keyword” API achieved the highest throughput (56
RPS at 25 concurrent users), followed by the “Recommended Tourist Spots” API, which maintained stable
performance around 54-55 RPS across all loads. Meanwhile, proximity-based APIs (“Nearest Spots” and “3
Nearest Locations in AR Camera™) produced slightly lower RPS values (46—49) due to additional spatial
computation overhead. Despite these variations, no request failures were recorded, confirming system stability
and resilience under simultaneous user access. The results demonstrate that the VPS configuration (2 CPU
cores, 2 GB RAM, and 20 GB storage) remains adequate for moderate concurrent traffic, though future scaling
or caching strategies may further enhance performance.

AP| Performance: Requests Per Second at Different Concurrent User Levels
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Figure 19. Evaluation of API response time under varying request rates and concurrent loads
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3.4.5. User evaluation using user experience questionnaire short

In addition to the technical performance assessment, a user study was carried out with 20 participants
to evaluate the experiential aspects of the proposed system. The UEQ-S was adopted, focusing on three
dimensions: pragmatic quality, hedonic quality, and overall experience. As shown in Figure 20, the results
were highly positive, with pragmatic quality scoring 2.31, hedonic quality scoring 2.24, and an overall score
of 2.275, all of which fall within the “Excellent” benchmark category. These findings confirm that the
application is not only functionally efficient and reliable, but also stimulating and enjoyable for end users.

User Experience Questionnaire Short (UEQ-S)
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Figure 20. UEQ-S result

4. CONCLUSION

This study demonstrates the potential of integrating markerless AR with CPSS to enhance tourism
promotion in Lampung province. The system achieved high spatial accuracy, with an average location error of
only 1.5% across seven destinations, stable resource utilization on modern Android devices (CPU 8-10% and
RAM 140-160 MB), and robust scalability under load (zero request failures at 100 concurrent users). These
results validate the technical feasibility of the proposed solution. Beyond technical performance, the application
offers practical benefits by enabling tourists to enjoy immersive and interactive experiences, while providing
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tourism boards, local governments, and guides with a more effective digital tool for destination promotion and
competitiveness.

Future research should prioritize extending accessibility for mid-range devices, improving

personalization through Al, and integrating loT-based data such as weather or visitor density. The addition of
offline capabilities will further enhance usability in areas with limited connectivity. Collaboration among
technology developers, policymakers, and tourism stakeholders will be essential to ensure sustainable adoption
and the broader impact of smart tourism applications in Lampung and beyond.
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