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 Induction motor (IM) drives often suffer performance degradation under 

load variations and parameter uncertainties when using conventional 

proportional–integral (PI)- based field-oriented control (FOC). To address 

these issues, this study proposes a composite control framework combining a 

PI regulator in the speed loop with a Lyapunov-based variable-gain super-

twisting algorithm (VGSTA) for the inner current loops to enhance 

robustness against disturbances and parameter variations. In addition, a load 

torque observer is developed to estimate unknown disturbances in real time 

and generate an equivalent compensation current, thereby improving 

disturbance rejection. Unlike existing approaches, the proposed strategy 

achieves a balance between simplicity, robustness, and smooth control by 

integrating classical PI control with higher-order sliding mode techniques 

and adaptive observer dynamics. Furthermore, the controller and observer 

gains are optimized using particle swarm optimization (PSO) to improve 

convergence and reduce overshoot under uncertain conditions. Simulation 

results demonstrate accurate speed regulation, effective chattering reduction, 

and reliable operation under load and parameter variations. Due to its low 

computational complexity and high robustness, the proposed method is well 

suited for industrial drive systems and electric mobility applications. 
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1. INTRODUCTION 

The three-phase induction motor (IM) has long been recognized as the workhorse of the modern 

industry, owing to its simple construction, high reliability, low cost, and robust operational capabilities, even 

in the most demanding environments [1], [2]. From domestic applications such as pumps and fans to complex 

industrial systems like steel mills, elevators, and, more recently, electric vehicles, the presence of the 

induction motor is indispensable [3], [4]. However, the inherent nature of the IM is that of a nonlinear, multi-

input-multi-output (MIMO) system with parameters that vary with operating conditions, making its high-

performance control a significant scientific challenge [5], [6]. 

To unlock the full potential of the induction motor, the field-oriented control (FOC) methodology 

was developed and has since become the gold standard for high-performance drives [7], [8]. The core 

principle of FOC is to transform the dynamic model of the IM from the stationary 𝛼𝛽 reference frame to a 

synchronous dq reference frame, thereby decoupling the stator current components. The direct-axis current 

component (𝑖𝑑) is used to control the rotor flux, while the quadrature-axis current component (𝑖𝑞) controls 

the electromagnetic torque. This decoupling effectively makes the IM behave like a separately excited direct 

current (DC) motor, enabling fast torque response and precise speed control [9], [10]. The conventional FOC 
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structure typically employs a cascaded arrangement of linear proportional-integral (PI) controllers: one for 

the outer speed loop and two for the inner id and iq current loops [11]. 

Despite its proven effectiveness and widespread application due to design simplicity, this classic PI-

PI structure reveals inherent limitations when faced with the increasingly stringent demands of modern 

applications [12], [13]. Firstly, PI controllers are linear and are tuned for optimal performance at a specific 

operating point. Consequently, their control quality degrades significantly when the system is subjected to 

load variations, parameter uncertainties, and unmodeled external disturbances [14]. Secondly, a major 

challenge in indirect FOC is its strong dependency on the accuracy of motor parameters, especially the rotor 

time constant (𝑇𝑟 = 𝐿𝑟/𝑅𝑟). The rotor resistance (𝑅𝑟) can vary by up to 100% of its nominal value due to 

thermal effects, causing errors in the slip frequency calculation and leading to an inaccurate field orientation 

[15], [16]. This detuning results in performance degradation, increased power losses, and can even lead to 

system instability [17], [18]. Thirdly, the outer speed loop with its PI controller has a limited bandwidth, 

leading to a sluggish response to sudden load torque changes [19]. This causes undesirable speed drops and 

prolonged recovery times, which are unacceptable in applications requiring high dynamic stiffness, such as 

computer numerical control (CNC) machine tools and industrial robotics [20], [21]. 

To address the aforementioned challenges, the research community has proposed numerous 

advanced control strategies. Nonlinear techniques such as sliding mode control (SMC), backstepping control, 

neural network have been applied to replace PI controllers for enhanced robustness [22]-[24]. Among these, 

SMC is distinguished by its absolute robustness to matched uncertainties and disturbances. However, 

conventional first-order SMC suffers from the detrimental chattering phenomenon, which can induce torque 

ripples and excite undesired mechanical resonances [25]-[28]. To overcome this issue, second-order sliding 

mode (SOSM) controllers, such as the super-twisting algorithm, variable-gain super-twisting algorithm 

(VGSTA) have emerged as a superior solution, effectively eliminating chattering while preserving the 

excellent robustness properties of SMC [29]-[34]. Furthermore, hybrid control strategies also have attracted 

considerable attention, as their integrated structure enables the exploitation of the strengths of different 

control approaches while mitigating their inherent limitations, thereby improving the dynamic performance 

and overall efficiency of drive systems [35]-[39]. In parallel, to tackle the problem of load disturbances, 

disturbance observers (DOB) have been developed to actively estimate and compensate for these external 

effects. These observers act as a feedforward channel, significantly improving the system’s disturbance 

rejection capability without affecting the stability of the closed loop [40], [41]. 

Motivated by the foregoing analysis, this paper proposes a robust hybrid control structure for an 

induction motor drive using PI-VGSTASM control and torque disturbance estimation (PI VGSTASM TE) to 

simultaneously achieve fast dynamic response and superior disturbance rejection capabilities. The proposed 

structure comprises: (i) a conventional PI controller for the outer speed loop to ensure zero steady-state error 

and straightforward tuning ; (ii) SOSM controllers based on VGSTA for the inner 𝑖𝑑 and 𝑖𝑞 current loops, 

designed to achieve fast, precise current response while completely eliminating chattering; and (iii) the 

cornerstone of this research, the design of a nonlinear disturbance observer to accurately estimate the “torque 

disturbance,” which includes the external load torque and other system uncertainties. This estimated value is 

fed forward to the 𝑖𝑠𝑞 reference command, creating a proactive and rapid disturbance compensation 

mechanism. To ensure robust and high-performance control for both the disturbance observer and the 

controller for in the inner current loops which using the VGSTA require appropriate tuning of several key 

parameters. Manual tuning of these parameters is time-consuming and may lead to suboptimal performance, 

particularly under nonlinear operating conditions of the induction motor drives (IMDs) [42], [43]. To 

overcome this limitation, particle swarm optimization (PSO) was adopted as an offline global search 

technique. 

The main contributions of this paper are summarized as follows: i) proposing a hybrid control structure 

that synergistically combines PI, VGSTASM, and a torque disturbance observer; ii) a detailed VGSTASM-

based current controller, which enhances the transient response and robustness of the inner control loop without 

inducing chattering; iii) developing an effective disturbance observer based on VGSTASM and integrating it 

into the control architecture as a feedforward compensation channel, thereby significantly improving the 

dynamic stiffness and load disturbance rejection capability of the drive; and iv) using PSO as an offline global 

search technique for the parameters of observer and control. The remainder of this paper is organized as follows. 

Section 2 presents the mathematical model of the induction motor and the principles of field-oriented control 

(FOC) and details the design of the proposed control structure, including the PI speed controller, the 

VGSTASM current controllers, and the disturbance observer. Section 3 presents the simulation and 

experimental results. Finally, section 4 provides the conclusions of this research. 
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2. METHOD 

2.1.  Model of induction motor drives 

In this study, the FOC technique recognized as the dominant approach in industrial motor drive 

applications is employed [1]. When the rotor flux is perfectly aligned with the d-axis, the quadrature-axis flux 

component becomes zero, allowing the current components 𝑖𝑠𝑑; 𝑖𝑠𝑞  to independently regulate the rotor flux 

and the electromagnetic torque. The dynamic behavior of the induction motor can then be expressed by the 

following space-vector differential equations: 
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𝑢𝑠𝑑; 𝑢𝑠𝑞; 𝑖𝑠𝑑; 𝑖𝑠𝑞: the components of stator voltage and stator current, respectively, 𝜓𝑟𝑑, 𝜓𝑟𝑞: rotor flux 

components; 𝑇𝑒, 𝑇𝐿: electromagnetic and load torque; 𝑑 − 𝑞; 𝐷 − 𝑄: synchronous and stationary axis 

reference frame quantities, respectively; 𝜔𝑟: the angular velocity (mechanical speed), 𝜔𝑟  =  (2/𝑃)𝜔𝑟𝑒;  𝜔𝑟𝑒 , 

𝜔𝑠𝑙 , 𝜔𝑒: the electrical speed respectively rotor and slip angular and synchronous angular velocity; 𝐿𝑠, 𝐿𝑟: 

stator and rotor inductances; 𝐿𝑚: mutual inductance; 𝑅𝑠, 𝑅𝑟: stator and rotor resistances; 𝐽: the inertia of 

motor and load;  𝜎: total linkage coefficient; 𝑃: number of pole pairs; 𝐵: friction coefficient; 𝜏𝑟:  rotor and 

stator time constant. The electromagnetic torque and the slip frequency can be expressed in 𝑑𝑞 reference 

frame: 
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2.2.  Speed proportional–integral controller design 

In the outer-loop of the FOC structure, a PI controller is adopted to regulate the rotor speed of the 

IM. The PI controller generates a torque-producing current reference 𝑖𝑞
∗  based on the speed tracking error 

𝑒𝜔 = 𝜔𝑟
∗ − 𝜔𝑟, where 𝜔𝑟

∗, 𝜔𝑟 are the reference and actual rotor speeds, respectively. The PI speed controller 

is given by: 

 

𝐶(𝑠) = 𝐾𝑝𝑠 +
𝐾𝑖𝑠

𝑠
  (4) 

 

The mechanical dynamics of the induction motor are modeled as: 

 

𝐺(𝑠) =
𝐾𝑡

𝜏𝑚𝑠+1
  (5) 

 

where: 𝐾𝑡 is the torque constant, 𝜏𝑚 = 𝐽/𝐵 is the mechanical time constant, 𝐽 is the rotor inertia, 𝐵 is the 

viscous friction coefficient. 

The closed-loop transfer function of the speed control loop is then derived as: 
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To design the PI gains, the denominator of (9) is equated with the standard second-order system: 

 

𝑠2 + 2𝜁𝜔𝑛𝑠 + 𝜔𝑛
2  (7) 

 

Comparing the coefficients yields: 

 

2𝜁𝜔𝑛 =
𝐾𝑡𝐾𝑝𝑠

𝜏𝑚
+

1

𝜏𝑚
  (8) 

 

𝜔𝑛
2 =
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  (9) 

 

By selecting the desired damping ratio 𝜁 / zeta and natural frequency 𝜔𝑛 / omega_n, the PI parameters can be 

computed as: 

 

𝐾𝑝𝑠 =
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Typically, 𝜁=0.707 = 0.707 is chosen to ensure a critically damped response, and 𝜔𝑛 is selected according to 

the required speed loop bandwidth. A block diagram of the speed control loop is shown in Figure 1. 
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Figure 1. A block diagram of the speed control loop 

 

 

2.3.  SMC design with the VGSTA for in the inner current loops 

In this part, a high-order nonlinear sliding control algorithm based on Lyapunov stability theory 

using the VGSTA is proposed for the inner current loops to increase robustness of overall system, 

minimizing the effects of parameter variations and unforeseen disturbances in the control process. The 

current error tracking function defined: 

 

𝜀is𝑑=i𝑠𝑑
∗ − 𝑖𝑠𝑑;  𝜀isq=i𝑠𝑞

∗ − 𝑖𝑠𝑞   (11) 

 

The corresponding nonlinear slip surface according to the current components is defined as follows [44], [45]: 

 

{
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  (12) 

 

Combining (1), taking the time differential on both sides of (12), we get:  
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In this proposed we select the 𝜈1, 𝜈2 switching control functions: 
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{
𝑣1(𝑡) = 𝑘𝛼1(𝑡, 𝜀is𝑑) [𝛿1𝜙1(𝑆1) + 𝜇1 ∫ 𝜙2(𝑆1)𝑑𝑡

𝑡

0
]

𝑣2(𝑡) = 𝑘𝛼2(𝑡, 𝜀isq) [𝛿2𝜙1(𝑆2) + 𝜇2 ∫ 𝜙2(𝑆2)𝑑𝑡
𝑡

0
]
  (14) 

 

where: 

 

𝑘𝛼1(𝑡, 𝜀is𝑑) = 𝑆1𝑠𝑎𝑡(𝑆1); 𝑘𝛼2(𝑡, 𝜀isq) = 𝑆2𝑠𝑎𝑡(𝑆2)  
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With 𝑥 = 1:2, 𝑘1, 𝑘2, 𝑘3, 𝛿1, 𝛿2, 𝜇1, 𝜇2 are positive coefficients. From (13)-(14) the virtual control 

functions of the current control loop are determined as follows: 
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We select the Lyapunov function: 
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Differentiate both sides of (16), combine with formulas (13) and (14) to get: 

 
𝑑𝑉

𝑑𝑡
= 𝑆1

𝑑𝑆1

𝑑𝑡
+ 𝑆2

𝑑𝑆2

𝑑𝑡
  (17) 

= −𝑘𝛼1(𝑡, 𝜀is𝑑)𝑆1 [𝜙1(𝑆1) + ∫ 𝜙2(𝑆1)𝑑𝑡
𝑡

0
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From (17), we see that the differential of the Lyapunov function is always negative. Therefore, the system is 

always stable. 

 

2.4.  Design of the adaptive VGSTASM disturbance observer 

The dynamics of the IM are commonly described in the synchronous rotating reference frame (𝑑 −
𝑞 frame), under the FOC assumption, the electromagnetic torque 𝑇𝑒 and the rotor speed 𝜔 are expressed as in 

(2). On the other hand, we also have: 

 

 𝐽 ⋅
𝑑𝜔𝑟

𝑑𝑡
= 𝑇𝑒 − 𝑇𝐿 − 𝐵 ⋅ 𝜔𝑟  (18) 

 

where: 𝜔𝑟 is the mechanical rotor speed, 𝐽 is the total moment of inertia of the motor and load, 𝐵 is the 

viscous friction coefficient, 𝑇𝐿  is the external load torque. 

For control design, we can combine these equations. Let, 𝑘𝑡 = 3𝑝𝐿𝑚𝜓𝑟/2𝐿𝑟 be the nominal torque 

constant. The (18) becomes: 

 

 
𝑑𝜔𝑟

𝑑𝑡
=

𝑘𝑡

𝐽
𝑖𝑠𝑞 −

𝐵

𝐽
𝜔𝑟 −

1

𝐽
𝑇𝐿  (19) 

 

where: 𝑖𝑠𝑞  is the 𝑞-axis stator current, which acts as the torque-producing current, 𝑝 is the number of pole 

pairs, 𝐿𝑚, 𝐿𝑟 are the mutual and rotor inductances, respectively, 𝜓𝑟  is the constant rotor flux linkage. 

 

2.4.1. Control problem formulation 

The control objective is to design a controller for the 𝑞-axis current 𝑖𝑠𝑞  such that the rotor speed 𝜔𝑟 

accurately tracks a desired reference speed 𝜔𝑟
∗, despite the presence of uncertainties and external 

disturbances. Let us define the state variables for the speed control loop as 𝑥₁ = 𝜔𝑟
∗ − 𝜔𝑟

∗ (tracking error) and 

𝑥₂ =  𝜔 . The system dynamics can be expressed in a simplified state-space form suitable for controller 

design: 

 

 𝑥 2(𝑡) =
𝑘𝑡

𝐽
𝑢 + 𝑑(𝑡)  (20) 

 



                ISSN: 1693-6930 

TELKOMNIKA Telecommun Comput El Control, Vol. 24, No. 1, February 2026: 329-342 

334 

where: 𝑢 = 𝑖𝑠𝑞  is the control input, (𝑘𝑡/𝐽) are the nominal system parameters, 𝑑(𝑡) is the disturbance, 

defined as: 

 

 𝑑(𝑡) = −
𝐵

𝐽
𝜔𝑟 −

1

𝐽
𝑇𝐿 + 𝛥(𝑡)  (21) 

 

here, 𝛥(𝑡) represents the effects of parameter variations (𝛥𝑘, 𝛥𝐽 ) and unmodeled nonlinearities. 

 

2.4.2. Design of the adaptive VGSTASM disturbance observer 

This section presents the design of a novel direct adaptive higher-order sliding mode disturbance 

observer (OB). The observer’s goal is to provide a high-precision, real-time estimation 𝑑 (𝑡) of the lumped 

disturbance 𝑑(𝑡). The lumped disturbance 𝑑(𝑡) is a continuously differentiable function, and its first time 

derivative 𝑑 (𝑡) is bounded by an unknown positive constant 𝐿, |𝑑 (𝑡)|  ≤  𝐿. We design the observer to 

directly estimate 𝑑(𝑡). Let 𝑧 is an internal state variable of the observer. Its dynamics are defined as: 

 

 𝑧 (𝑡) =
𝑘𝑡

𝐽
𝑢 + 𝑑̂  (22) 

 

where 𝑑  is the estimated disturbance. A sliding variable 𝑠 is defined using measurable and internal states: 

 

 𝑠(𝑡) = 𝜔𝑟(𝑡) − 𝑧(𝑡)  (23) 

 

The derivative of the sliding variable s can be calculated by subtracting (22) from the time derivative of 𝜔 

(which is 𝑥₂ from (20)): 

 

𝑠 (𝑡) = 𝜔
.

𝑟 − 𝑧 = (
𝑘𝑡

𝐽
𝑢 + 𝑑) − (

𝑘𝑡

𝐽
𝑢 + 𝑑̂)  (24) 

 

𝑠 (𝑡) = 𝑑 − 𝑑̂  (25) 

 

Let 𝑒𝑑 = 𝑑 − 𝑑̂ be the disturbance estimation error. The (25) shows that the derivative of our computable 

sliding variable 𝑠 is exactly equal to the estimation error 𝑒𝑑. To drive the estimation error 𝑒𝑑 to zero, we must 

first drive the sliding variable 𝑠 to zero in finite time. We employ the VGSTA to achieve this, the derivative 

of 𝑠 : 
 

𝑠̈(𝑡) = 𝑒 𝑑 = 𝑑 − 𝑑̂   (26) 

 

We design the law for 𝑑   to be an adaptive VGSTA that counteracts the unknown perturbation 𝑑 (𝑡): 
 

𝑑̂ (𝑡) = 𝑣𝐺𝑆𝑇𝐴(𝑡)  (27) 

 

𝑣𝐺𝑆𝑇𝐴(𝑡) = 𝑘𝛼3(𝑡, 𝜀is𝑑) [𝛿3𝜙1(𝑠(𝑡)) + 𝜇3 ∫ 𝜙2(𝑠(𝑡))𝑑𝑡
𝑡

0
]  (28) 

 

where: 

{

𝑘𝛼3(𝑡, 𝜀is𝑑) = 𝑠(𝑡)𝑠𝑎𝑡(𝑠(𝑡))

𝜙1(𝑠(𝑡)) = |𝑠(𝑡)|1/2𝑠𝑎𝑡(𝑠(𝑡)) + 𝑘3𝑠(𝑡)

𝜙2(𝑠(𝑡)) =
1

2
𝑠𝑎𝑡(𝑠(𝑡)) +

3

2
𝑘3|𝑠(𝑡)|

1/2𝑠𝑎𝑡(𝑠(𝑡)) + 𝑘3
2𝑠(𝑡)

  

 

From (19)-(21), the disturbance compensation current  𝑖𝑠𝑞
𝑑𝑖𝑠 can be computed as: 

 

𝑖𝑠𝑞
𝑑𝑖𝑠 =

𝐽

𝑘𝑡
(𝜔 − 𝑑̂)  (29) 

 

Accordingly, the total reference current is given by: 

 

𝑖𝑠𝑞
𝑟𝑒𝑓

= 𝑖𝑠𝑞
∗ + 𝑖𝑠𝑞

𝑑𝑖𝑠  (30) 
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2.4.3. Adaptive laws and stability analysis 

The key innovation is the design of the adaptive laws for 𝜆₁(𝑡) and 𝜆₂(𝑡) to eliminate the need for 

knowing the bound 𝐿. We propose the “increase-when-needed” adaptive laws: 

 

𝜆 1(𝑡) = {
𝑘1 ⋅ |𝑠|, if |𝑠| > 𝜀0

−𝑘2 ⋅ 𝜆1(𝑡), if |𝑠| ≤ 𝜀0
  (31) 

 

𝜆 2(𝑡) = {
𝑘3 ⋅ |𝑠|, if |𝑠| > 𝜀0

−𝑘4 ⋅ 𝜆2(𝑡), if |𝑠| ≤ 𝜀0
  (32) 

 

where: 𝑠 is the sliding variable defined in (23), 𝑘₁, 𝑘₂, 𝑘₃, 𝑘₄ are positive design constants that determine the 

adaptation rates, 𝜀₀ is a small positive constant defining the width of the boundary layer around the sliding 

surface 𝑠 = 0. It should be emphasized that the adaptive gains 𝜆1(𝑡) and 𝜆2(𝑡) are not constant values, but 

are dynamically updated online according to (31) and (32). In practice, at each time instant, the values of 

𝜆1(𝑡) and 𝜆2(𝑡) are obtained by integrating their respective differential equations. When the sliding variable 

𝑠 is larger than the threshold 𝜀0, the gains increase proportionally to ∣ 𝑠 ∣, which enhances the disturbance 

rejection capability. Conversely, when ∣ 𝑠 ∣ falls below 𝜀0, the gains decay exponentially, thus preventing 

unnecessarily large values and reducing chattering. This “increase-when-needed” mechanism eliminates the 

need for prior knowledge of the disturbance bound 𝐿, while ensuring finite-time convergence and robustness 

of the adaptive VGSTA.  

The stability of the complete adaptive observer system, described by (24)–(28), can be rigorously 

established using Lyapunov theory. The analysis shows that all error signals and adaptive gains remain 

uniformly ultimately bounded (UUB). Consequently, the disturbance estimation error 𝑒𝑑 converges to a 

small, user-defined neighborhood of the origin within finite time. Furthermore, the estimated output 𝑑̂(𝑡), 
obtained through the integration in (27), provides a continuous and accurate approximation of the actual 

disturbance. 

 

2.5.  PSO-based optimization of controller gains 

To ensure robust and high-performance control, the Adaptive VGSTASM disturbance observer and 

the VGSTA for in the inner current loops require appropriate tuning of several key parameters. Manual 

tuning of these parameters is time-consuming and may lead to suboptimal performance, particularly under 

nonlinear operating conditions of the IMDs. To overcome this limitation, PSO was adopted as an offline 

global search technique. The optimization objective was defined as a multi-criteria cost function: 

 

𝑓(𝑡) = 𝑤1𝑓1(𝑡) + 𝑤2𝑓2(𝑡) + 𝑤3𝑓3(𝑡)  (33) 

 

where 𝑓1(𝑡) represents the integral of squared speed error, 𝑓2(𝑡) quantifies high-frequency oscillations of the 

control signal, and 𝑓3(𝑡)reflects the total energy of the control input. The weighting coefficients 𝑤1; 𝑤2; 𝑤3  

were selected according to the desired trade-off between tracking accuracy, smoothness, and energy 

efficiency. Standard PSO velocity and position updates were employed: 

 

𝜐𝑖
𝑘+1 = 𝜌𝜐𝑖

𝑘 + 𝑐1𝑟1(𝑝𝑖 − 𝑥𝑖
𝑘) + 𝑐2𝑟2(𝑔 − 𝑥𝑖

𝑘)   

  

𝑥𝑖
𝑘+1 = 𝑥𝑖

𝑘 + 𝜐𝑖
𝑘+1  (34) 

 

where 𝜌is the inertia weight, 𝑐1; 𝑐2are cognitive and social learning coefficients, and 𝑝𝑖  and g denote the 

personal and global best solutions. Constriction factors and velocity clamping were applied to ensure stability 

and convergence. The PSO adaptive function is chosen as follows: 

 

𝐽 = ∫ |𝑒(𝑡)|𝑑𝑡
𝑡

0
  (35) 

 

The swarm optimization algorithm is implemented as shown in Figure 2. The optimization process 

stopped when either the maximum iteration limit was reached or improvements over five consecutive 

iterations fell below a preset tolerance. The global best particle yielded the optimal offline parameters and 

sliding-mode gains, which were later used as initial values for online adaptation. By employing PSO as a 

global optimizer, the proposed scheme achieved a near-optimal starting point, ensuring fast convergence and 

strong performance consistency across various operating conditions. 
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Figure 2. PSO algorithm flowchart 

 

 

3. RESULTS AND DISCUSSION 

To validate the effectiveness and superiority of the proposed control strategy, comprehensive 

simulations are conducted in the MATLAB/Simulink environment. The parameters ratings of the 1.5 kW 

induction motor used in the simulation are: 400 V, 50 Hz, 2 pole, 2880 rpm, 𝑅𝑠 = 1.97 Ω, 𝑅𝑟 = 1.96 Ω, 𝐿𝑠 = 

0.0154 H, 𝐿𝑟 = 0.0154 H, 𝐿𝑚 = 0.3585 H, 𝐽 = 0.00242 kg.m2, 𝐵 = 0.0005. The simulation model is 

presented in Figure 3. To evaluate performance, comparisons were made against the conventional PI, the PI–

SOSM control strategy with a torque observer based on super-twisting algorithm (PI SOSM OB), and several 

advanced methods from the literature in [40]-[42], [44]. 
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Figure 3. The vector control of IM drive using PI_VGSTA control 

 

 

3.1.  Tracking performance and load torque disturbance rejection 

To evaluate the dynamic performance and disturbance rejection capability of the proposed control 

strategy, three controllers were comparatively tested under identical conditions: the conventional PI 

controller, the PI–SOSM OB, and the proposed PI–VGSTASM with torque estimation approach that based 

on VGSTASM.  The reference speed varied between +315 rad/s, –315 rad/s, and 70 rad/s, including several 

reversal and load disturbance events with step load torque TL of 7 Nm is applied at 𝑡 = 0.2 s and removed at 

𝑡 = 0.5.  
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Figure 4(a) shows the speed tracking performance of the three controllers. The PI scheme exhibits a 

slower transient response with a noticeable overshoot, while the PI–SOSM observer significantly improves rise 

time and suppresses oscillations. The proposed PI–VGSTASM TE demonstrates the fastest convergence to the 

reference speed, achieving a settling time of 0.0363 s, which is 11.5% shorter than that of the PI–SOSM OB and 

17.7 % shorter than the basic PI control. Moreover, the overshoot is effectively minimized to 0.0114 rad/s, 

confirming the superior transient stability of the hybrid VGSTASM-based current loop. Figure 4(b) shown that, 

the torque of the PI controller exhibits relatively high ripple during sudden load changes, while the SOSM 

observer helps to reduce torque chattering. The VGSTASM-based estimation further smooths the torque 

response, maintaining stable torque compensation with minimal oscillation amplitude. This improvement results 

from the variable gain super-twisting algorithm’s adaptive nature, which mitigates high-frequency disturbances 

without sacrificing response speed. 

Figures 4(c) and (d) depict the instantaneous speed error and 𝐼𝑠𝑑  current, respectively. The PI–

VGSTASM TE produces the smallest speed deviation, with near-zero steady-state error under both load and 

speed transients. Meanwhile, the current response of the proposed method remains smooth and well-

regulated, demonstrating effective decoupling between torque and flux components. Table 1 summarizes the 

performance indices for the three control schemes. The proposed PI VGSTASM TE achieves the lowest 

integral of squared error (ISE) = 9.15×10⁻⁴, integral of absolute error (IAE) = 0.0141, and root mean square 

error (RMSE)_speed = 0.0594, indicating remarkable precision and noise immunity. 

 

 

 

 

(a) (b) 

  

  
(c) (d) 

 

Figure 4. Comparative tracking and disturbance rejection and observer performance: (a) speed response for 

two controller strategy, (b) torque response, (c) speed tracking error, and (d) 𝑖𝑠𝑑𝑞  current for three controllers 

 

 

Table 1. Indices for evaluating control performance 
Control strategy Settling time Overshoot ISE IAE RMSE_speed 

PI  0.0441 0.4407 0.0217 0.0751 0.2890 

PI SOSM OB 0.0410 0.0934 0.0040 0.0282 0.1244 

PI VGSTASM TE 0.0363 0.0114 9.1504e-4 0.0141 0.0594 

 

 

Compared with the Fuzzy–PI method in [41], the approach fails to maintain stability during zero-

crossing reversals, leading to transient irregularities. The hybrid STA–SMC with fuzzy logic compensation in 

[42] achieved fast recovery (4 ms) and negligible steady-state error, but residual speed and torque oscillations 

remained due to incomplete chattering suppression. The adaptive Fuzzy–PI in [44] improved zero-speed 
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transition smoothness but showed slower convergence and larger steady-state error under varying loads. 

Likewise, the nonlinear DTC with a super-twisting MRAS observer reduced speed drop (972 rad/s, ≈ 4.2%) 

and steady-state error (28 rad/s, ≈ 2.8%), yet introduced noticeable oscillations. 

In contrast, the proposed PI–VGSTASM TE controller achieves the best overall performance, 

offering faster transients, minimal torque ripple, and smaller tracking errors. By integrating VGSTASM-

based torque estimation into the current loop, it ensures both high accuracy and strong robustness against 

load disturbances ideal for high-performance induction motor drives. 

 

3.2.  Robustness test against parameter uncertainty 

To verify the robustness of the proposed PI–VGSTASM TE controller, comparative simulations 

were conducted under two main parameter disturbances: (i) a 100% increase in the rotor resistance 𝑅𝑟 and 

(ii) a 100% increase in the total moment of inertia 𝐽. In both cases, all control gains were kept constant at 

their nominal values. 

 

3.2.1. Influence of rotor resistance variation 

Figures 5(a) and (b) presents the speed and torque responses when the rotor resistance 𝑅𝑟 is 

doubled. The conventional PI controller exhibits a significant degradation, characterized by oscillatory 

behavior and slower convergence to the reference speed. The PI–SOSM OB improves disturbance rejection 

through sliding action, but residual ripples and a slightly delayed transient remain evident. In contrast, the 

proposed PI–VGSTASM TE structure demonstrates superior resilience, maintaining smooth torque and 

stable speed tracking response without noticeable overshoot. 

This improvement stems from the enhanced disturbance estimation capability of the VGSTASM 

observer, which models the variation of 𝑅𝑟 as a lumped disturbance 𝑑(𝑡). By compensating this term in real 

time, the controller preserves fast convergence and stable dynamics, even under severe electrical parameter 

drift. 

Further analysis at high operating speeds (280 rad/s) (Figure 5(a)), the variation in 𝑅𝑟 has a much 

stronger influence to speed and torque. Under this condition, the PI control strategy show noticeable 

overshoot and oscillations. Meanwhile, the PI_SOSM OB and PI–VGSTASM TE controller maintains more 

stable operation. This robustness arises because the variation 𝑅𝑟 in modeled as part of the disturbance 𝑑(𝑡), 
which is effectively estimated and compensated by disturbance observer, in particular, the PI–VGSTASM TE 

strategy demonstrates a superiority over the PI–SOSM OB because it employs the VGSTA algorithm for 

both the current controller and the disturbance observer, while all controller and observer coefficients are 

optimally tuned using the PSO algorithm. These enhancements significantly improve the disturbance 

rejection capability and overall robustness of the proposed method. 

 

 

  

  
(a) (b) 

 

Figure 5. Speed response under 𝑅𝑟 variation: (a) speed and torque response at high speed 280rad/s and  

(b) speed and torque response at low speed 10 rad/s 
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3.2.2. Influence of inertia variation 

A second robustness test was carried out to assess the effect of doubling the total inertia J, which 

directly affects the mechanical time constant J/B. As seen in Figures 6(a) and (b), the classical PI controller 

exhibits a slower response and larger overshoot, revealing its poor adaptability to mechanical uncertainties. 

The PI–SOSM OB achieves better control, yet still suffers from torque ripples and minor steady-state 

deviations. Meanwhile, the proposed PI–VGSTASM TE maintains both dynamic stability and precise 

tracking, exhibiting almost identical rise and settling times as in the nominal condition. 

 

 

 
 

  
(a) (b) 

 

Figure 6. Speed response under 𝐽 variation: (a) speed and torque response at high speed 280 rad/s and (b) speed 

and torque response at low speed 10 rad/s 

 

 

This robustness is mainly due to the VGSTASM-based torque estimation, which actively 

compensates for inertia-induced disturbances by adjusting the reference isq current in real time. 

Consequently, both speed and torque remain stable and nearly ripple-free throughout the transient. Overall, 

the comparative results confirm that the proposed PI–VGSTASM TE strategy provides the highest robustness 

among the three controllers. It effectively compensates for parameter mismatches in both electrical 𝑅𝑟 and 

mechanical 𝐽 domains, ensuring accurate tracking, minimal oscillations, and smooth torque dynamics. These 

features make the approach highly suitable for practical applications requiring consistent performance under 

uncertain operating conditions. 

 

 

4. CONCLUSION  

This paper has presented a robust and efficient PI_ VGTSTSM TE hybrid control strategy for 

induction motor drives, targeting applications that demand both high dynamic performance and strong 

disturbance rejection, such as electric vehicles. The proposed control structure integrates a conventional PI 

controller for the speed loop, the VGSTASM is employed both for the inner current control loop and for the 

design of a nonlinear disturbance observer. This design improves the transient response and robustness of the 

inner loop and disturbance estimator while effectively mitigating chattering. Besides, the gains of the current 

controller and disturbance observer were optimized by PSO during the design stage to enhance convergence 

stability and reduce overshoot under parameter variation. The combination of a simple PI controller and 

advanced nonlinear techniques such as VGSTASM controller allows the system to retain industrial 

practicality while achieving fast response, high accuracy in speed tracking, and improved robustness against 

parameter variations and sudden load changes. Simulation results validate that the proposed PI_ 

VGTSTSM_TE control scheme significantly outperforms conventional PI-based FOC approaches in both 

transient and steady-state operation, with reduced chattering, improved current regulation, and near-zero 

steady-state error under variable load conditions. Future research will focus on realizing the proposed 
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controller in a real-time hardware environment, followed by hardware-in-the-loop (HIL) and laboratory 

experiments on an induction motor system to verify its practical applicability and robustness in real-world 

scenarios. 
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