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Abstract 
Optical surgical navigation system (SNS) with near-infrared tracking system is becoming 

extensively used in clinics, and the accuracy of SNS is influenced by the calibration of near-infrared 
cameras (NIRCs). We propose an automatic calibration method for NIRCs. The method is based on a 
designed calibration board. In our experiments, corners are automatically extracted to obtain the 
parameters of NIRCs. This method has the advantages of saving time, efficiency in computation, high 
accuracy, and reliability. In our experiments, an NIRC can be calibrated in only 5 s. Meanwhile, the 
average relative errors of the focal length and principal point are 0.87% and 1.39%, respectively. 
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1. Introduction 

Camera calibration is an important issue in binocular vision system. The purpose of 
camera calibration is to determine the mapping transformation between image and world 
coordinates of objects [1]. In surgical navigation system, the binocular vision system is 
composed of two near-infrared cameras (NIRCs) [2-5]. The precision of NIRC calibration 
determines the performance of the entire navigation system. As such, NIRCs must be calibrated 
accurately. 

Camera calibration methods for visible cameras are generally divided into two 
categories, namely, traditional calibration method and self-calibration method [6]. The traditional 
calibration method based on a pattern has high precision and usually has two stages [7–11], 
namely, direct linear transformation and nonlinear optimization. The method proposed by Zhang 
is more flexible because it uses a planar pattern [12]. A limitation of the traditional method is that 
it needs a calibration pattern with a known structure. The self-calibration method has low 
precision, but it is extensively used because it directly extracts environmental information as 
calibration information [13]. 

The NIRC is composed of a visible camera and near-infrared filter, so the pattern used 
in the traditional calibration method cannot be sensed by NIRCs. Several studies have used the 
calibration result of a camera without filter as the calibration result of NIRCs. Other researchers 
used an external light source to ensure that the NIRCs sense the calibration board, such as a 
checkerboard. However, the traditional calibration method cannot meet the need for accuracy, 
and the self-calibration method is influenced by light from the surroundings. This study proposes 
a direct NIRC calibration method using an NIRC calibration board, which consists of 64 (8 × 8) 
near-infrared surface-mounted diodes (NIR-SMDs). 

In our previous work [14], we designed a calibration board, which has 64 (8 × 8) NIR-
SMDs on a breadboard. In the present study, the calibration board is improved. We design the 
calibration board by constructing a printed circuit board (PCB) using a 5 V direct current (DC) 
power adapter as the supply voltage, which ensures that the current flowing through the 
calibration board is more stable to achieve more accurate calibration results. If the exact 
geometric information of the board is unknown, the board cannot be used directly for calibrating 
NIRCs. We use a calibrated binocular vision system composed of two visible cameras to obtain 
the geometric information of the board. Our previous work can use the designed board and 
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existing calibration method to calibrate the NIRCs. However, human–computer interaction is 
needed during the procedure. The operator has to select the corners in the calibration board 
image manually, which means that the entire process is tiresome and time consuming. 
Moreover, the method cannot implement automation for calibration. 

This study mainly considers two aspects. First, we design a calibration board using PCB 
and obtain its structural information using the existing method for NIRCs. Second, we propose 
an automatic calibration method for NIRCs, in which the human–computer interaction is not 
required. Results show that the proposed method significantly reduces the calibration time. 

 
 

2. Design of the Calibration Board for NIRCs and Extraction of Geometric Information 
Given that NIRCs can sense near-infrared light only, the texture of the calibration board 

for visible camera cannot be sensed. Thus, designing a board that can meet the need of NIRC 
calibration is necessary. 

In this study, we design a calibration board based on NIR-SMDs. The circuit of the 
calibration board is designed and constructed using a PCB. On this board, 64 NIR-SMDs are 
arranged in an array of (8 × 8) with a rectangular net shape. The size of each diode is 1.6 mm × 
0.8 mm × 0.3 mm. The size of the light-emitting point is 0.3 mm × 0.3 mm, with a wavelength of 
940 nm. A 5 V DC power adapter is used as supply voltage for the board to ensure that the 
current flowing through NIR-SMDs is stable. The luminance of the light-emitting points can be 
modified by adjusting the variable resistor on the board to achieve Gaussian distribution for the 
grayscale of light spots in the image sensed by NIRCs and extract the subpixel coordinates of 
the light-emitting points. The designed calibration board for NIRCs has the following 
advantages. First, compared with the common calibration board, near-infrared light from NIR-
SMDs can be sensed by NIRCs. Second, the luminance of light-emitting points can be adjusted 
to meet the need of NIRC calibration. Third, 64 light-emitting points are sufficient to compute the 
parameters of NIRCs. 

We should obtain accurate geometric information of the board to calibrate the NIRCs 
with the designed board. A binocular vision system composed of two visible cameras (MV-
130UM) is designed to obtain this information. After calibrating the system according to Zhang’s 
work, it can be used to obtain the calibration pattern for NIRCs. Several images in different 
positions are captured in a darkroom to avoid interference from environmental light when 
extracting the subpixel coordinates. The new calibration pattern can be obtained according to 
our previous work [15]. The 3D coordinates of each point on the pattern can also be acquired. 
The calibration pattern with known geometric information is then obtained and shown in  
Figure 2, which can be used to calibrate NIRCs directly. 

 
 

 
 

Figure 1. Designed calibration board (a) captured by the visible camera and 
(b) captured by the NIRC 
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Figure 2. Calibration pattern 
 
 

3. Automatic Calibration Method for NIRCs Based on a Pattern 
The purpose of camera calibration is to compute the internal and external parameters of 

cameras. The automatic calibration method for NIRCs proposed in this study is based on and 
improves Zhang’s two-stage camera calibration method [16]. First, classical pinhole imaging is 
adopted as the model of NIRCs. The distortion model is then introduced [17]. The parameters of 
NIRCs are calculated based on the distortion model. 

Considering that our research is mainly used for binocular vision system in surgical 
navigation, only the radial and tangential distortions should be considered, as expressed in 
expression (1), in which 2 2 2x y r  and

1 2 1 2[ , , , ,0]Tk k k p p is the lens distortion coefficient of 

NIRCs: 
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As shown in Figure 3, the process of NIRC calibration is mainly divided into three steps. 

First, the positions of the NIRCs relative to the calibration board are adjusted to keep the light-
emitting points from spreading around the center of the image and capture a series of images of 
the calibration board in different positions. Second, the subpixel coordinates of feature points 
are computed using the method of gray-weighted average. The position and order of the four 
corners based on the triangular mesh method are also determined. The 2D information in each 
image of the calibration board is then acquired. Finally, the point-to-point correspondence 
between the subpixel coordinates of each light-emitting point and the 3D coordinates of each 
point on the calibration pattern must be established to obtain the parameters. The initial 
parameters are estimated using a linear estimation method, and the distortion model is 
introduced. The parameters are optimized using the method of nonlinear estimation. In this 
process, the innovative point is the automatic detection of the corners, which is the foundation of 
automatic calibration. 
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Figure 3. Process of NIRC calibration 
 
 

In step 2, four initial values of light spots are obtained using automatic corner detection 
in each image. Corner detection is always a difficult problem in camera calibration [18]. 
Operators have to use the artificial or human–computer interaction by clicking the mouse to 
extract and obtain more precise information, which is tiresome and time consuming [19–21]. In 
this study, an automatic corner detection method based on the triangular mesh method is 
proposed using the NIRC calibration board designed previously. 

A flag point is set at the beginning of the (8 × 8) NIR-SMD array in the designed 
calibration board. The flag point is near the point at the first row of the first column, as shown in 
Figure 1. The images captured by the NIRC are saved. The light-emitting points have a high 
contrast with the background. Thus, the images do not need filtering, which can improve the 
speed of searching feature points. We use the subpixel coordinates to characterize the light-
emitting points in the images to improve precision. The method proposed in Ref. [16] is used to 
extract the subpixel coordinates of the feature points and obtain 2D information. The extraction 
result of the subpixel coordinates is shown in Figure 4(b). 

After the subpixel coordinates of the feature points are obtained, the image is 
processed using the triangular mesh method. Using the subpixel points as the triangle vertices, 
the image is divided into a few triangle areas to determine the position and order of corners. An 
example of the results is shown in Figure 5(a). 

The sum of the vertex angle of the triangles in every feature point is calculated. 
Assuming that the value of the sum is M, as shown in Figure 5(a), the value of M in the flag 
point is significantly less than 90°. After determining the position of the flag point, its triangular 
mesh is deleted, as shown in Figure 5(b). We then continue to calculate M. The value of M is 
close to 90° when the corners are selected as the vertex. The value of M is close to 180° or 
360° when the other points are selected as the vertex. The positions of the flag point and four 
corners can be determined through the value of M. The first and third corners are determined 
using the distance between the corners and flag point. When calculating the distance between 
the flag point and each corner, the nearest is the first corner and the farthest is the third corner. 
The second and fourth corners are determined by calculating the angles. The flag point is 
denoted as Pf. The first and third corners are denoted as P1 and P3, respectively. The other two 
unsure corners are denoted as Pm and Pn. We set α as the angle between vector PfP1 and 
vector P1Pm and β as the angle between vector PfP1 and vector P1Pn. If angle α is less than 
angle β, then Pm is the second corner and Pn is the fourth corner. Otherwise, Pm is the fourth 
corner and Pn is the second corner. Based on the aforementioned process, the corners are 
automatically detected and their orders in each image are the same. Finally, the 2D information 
in each image of the calibration board is acquired. 
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Figure 4. (a) Original image of the calibration board captured by NIRC and 
(b) subpixel extraction results, where “+” represents the subpixel coordinates 

 
 

 
 

Figure 5. (a) Triangular mesh result of the subpixel points and 
(b) triangular mesh result of the subpixel points, except for the flag point 

 
 

Assuming that P is a point in global space and p(xp, yp) is its camera coordinate 
captured by the NIRCs, we derive expression (2), which can be expressed in matrix form in 
expression (3) as follows: 
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The matrix of the NIRC intrinsic parameters can be expressed as follows: 
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In expression (4), fx, fy are the focal lengths of the camera, (u0, v0) are the coordinates 
of the main point of the camera, and α is the tilt factor of the two-image coordinate axis. 

First, the NIRCs are considered an approximately ideal pinhole model when estimating 
the initial parameters of NIRCs, which means k = 0.  

We set: 
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For the ith feature point selected in the calibration process, with coordinates of (ui, vi, 1) 

in the image coordinate system and (XWi, YWi, ZWi, 1) in the world coordinate system, we derive 
expression (6), which can be converted into the linear equations expressed in expression (7) as 
follows: 

 

11 12 13 14

21 22 23 24

31 32 33 34

41 42 43 44

1
1

Wi
i

Wi
Ci i

Wi

m m m m X
u

m m m m Y
Z v

m m m m Z

m m m m

   
     
          
      

  

     (6) 

 

11 12 13 14 31 32 33 34

21 22 23 24 31 32 33 34

Wi Wi Wi i Wi i Wi i Wi i

Wi Wi Wi i Wi i Wi i Wi i

m X m Y m Z m m u X m u Y m u Z m u

m X m Y m Z m m v X m vY m v Z m v

      
       

 (7) 

 
For any feature point in the calibration process, we derive the two linear equations 

expressed in expression (7). Thus, for N feature points, 2N linear equations can be obtained. 
The matrix can be computed by solving the linear equations. For a total of 12 unknowns in M, 
the value of N must be greater than 6. 

The result obtained using the aforementioned method is not highly accurate because it 
does not consider distortion. Distortion is introduced to enhance accuracy. Assuming that a total 
of N images are captured and for 64 feature points in every image, we can obtain 64N 
coordinates of pixels when the feature points are extracted. We set the real pixel coordinate of 
the ith feature point as pi(xpi, ypi) and the ideal pixel coordinate obtained using the 
aforementioned method as pi′(ui, vi). Based on the nonlinear model with the influence of 
distortion, pi, pi′ are fitted according to the objective function, as shown in expression (8): 
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We set the value obtained using the aforementioned method as the optimized initial 

value of the nonlinear iterations. We then use iterative optimization by the least square method 
to derive the global optimum solution. Thus, the intrinsic parameters are obtained. The relative 
position relationship between the NIRCs and calibration board in every position, which are the 
extrinsic parameters, are simultaneously obtained. 

 
 

4. Experimental Results 
In this section, we concentrate on the comparison between the manual calibration 

method and automatic calibration method proposed in this study. 
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The NIRC captures 80 images of the calibration board, which are evenly divided into 
four groups. For each group, the results of the manual and automatic calibration methods are 
shown in Table 1. Notably, the results of the manual and automatic calibration methods are the 
same, thereby indicating that the automatic calibration method can reliably calibrate NIRCs. 

The times consumed by the manual and automatic calibration methods in calibrating the 
four groups are shown in Table 2. The mean time consumed by the manual calibration method 
is 124 s, and the mean time consumed by the automatic calibration method is 5.57 s. This result 
shows that the proposed automatic calibration method significantly reduces the calibration time 
of the NIRCs. 

As shown in Table 1, the mean relative errors of the focal lengths and principal points 
for the four groups are 0.84% and 1.46%, 0.76% and 0.88%, 1.03% and 1.74%, and 0.86% and 
1.48%, respectively. The total mean relative errors of the focal lengths and principal points are 
0.87% and 1.39%, respectively. Table 3 shows the mean relative errors of the focal lengths and 
principal points for the visible cameras used in Refs. [8], [22], and [23]. These results indicate 
that the proposed automatic calibration method is accurate and satisfactory. 

For group 1, 20 images of the calibration board at different positions are captured by the 
NIRC. These images contain 1280 reprojection coordinates. Meanwhile, a total of 1280 
residuals are acquired and shown in Figure 6. The reconstruction results of the 3D coordinates 
are shown in Figure 7. The residuals of the X-direction mainly concentrate in the interval of 
−0.15 pixels to 0.15 pixels, in which the number of feature points is 1270, accounting for 99.2% 
of the total. The residuals of the Y-direction mainly concentrate in the interval of −0.1 pixels to 
0.1 pixels, in which the number of feature points is 1268, accounting for 99.1% of the total. The 
results of our previous work reported in Ref. [14] are −0.6 pixels to 0.6 pixels (95.7%) in the X-
direction and −0.5 pixels to 0.5 pixels (92.2%) in the Y-direction. These results indicate that the 
new calibration board has higher precision, and it can describe the NIRC projection process 
correctly using the imaging geometry model established by the calibration results. 

 
 

Table 1. Results of the manual and automatic calibration methods 
 Group 1 Group 2 Group 3 Group 4 
Manual (fc: 
mm) 

[2115.84, 2115.20] ± 
[17.30, 18.19] 

[2101.81, 2103.79] ± 
[15.83, 16.29] 

[2046.79, 2043.75] ± 
[220.48, 21.65] 

[2100.44, 2101.05] ± 
[018.27, 17.86] 

Automatic 
(fc: mm) 

[2115.84, 2115.20] ± 
[2115.8, 18.19] 

[2101.81, 2103.79] ± 
[215.83, 16.29] 

[2046.79, 2043.75] ± 
[220.48, 21.65] 

[2100.44, 2101.05] ± 
[218.27, 17.86] 

Manual (cc: 
pixels) 

[631.42, 618.77] ± 
[311.53, 6.78] 

[692.42, 609.50] ± 
[97.13, 4.65] 

[645.41, 565.05] ± 
[414.53, 6.91] 

[614.98, 571.18] ± 
[111.50,6.25] 

Automatic 
(cc: pixel) 

[631.42, 618.77] ± 
[311.53, 6.78] 

[692.42, 609.50] ± 
[97.13, 4.65] 

[645.41, 565.05] ± 
[414.53, 6.91] 

[614.98, 571.18] ± 
[111.50,6.25] 

 
 

Table 2. Time consumed by the manual and automatic calibration methods 
 Group 1 Group 2 Group 3 Group 4 
Manual 125 s 122 s 129 s 120 s 
Automatic 5.28 s 5.34 s 5.87 s 5.78 s 

 
 

Table 3. Mean relative errors 
 Ref. [8] Ref. [22] Ref. [23] This paper 
Focal length 6.82% 0.57% 6.22% 0.87% 
Principal point 4.44% 1.20% 0.56% 1.39% 

 



                     ISSN: 1693-6930 

TELKOMNIKA Vol. 13, No. 4, December 2015 :  1289 – 1297 

1296

 
 

Figure 6. Reprojection error analysis 
 

 

 
 

Figure 7. Reconstruction results of the 3D coordinates at different positions 
 
 
5. Conclusions 

This paper proposes an automatic calibration method to calibrate NIRCs. A calibration 
board with NIR-SMDs is designed because the common calibration board cannot be captured 
by NIRCs. Accurate geometric information is measured using a visible binocular vision system. 
The calibration pattern is obtained, which can be used to calibrate the NIRCs directly. The initial 
parameter values are obtained using direct linear transformation to calibrate the NIRCs. More 
accurate parameters are then achieved by the nonlinear optimization method. In the process of 
algorithm implementation, the 2D information of the image of the calibration board is 
automatically accessed. 

The results of our experiments show that the average relative errors of the focal length 
and principal point of NIRC are 0.87% and 1.39%, respectively, which indicate that the 
proposed method has high accuracy. The time consumed by the automatic calibration process 
is 5.57 s, and the time consumed by the manual calibration method is 124 s. These findings 
indicate that the proposed method significantly reduces the calibration time. 

In summary, the proposed NIRC automatic calibration method has the advantages of 
saving time, efficiency in computation, high accuracy, and reliability. 
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