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Abstract

The classification can be performed by using the decision tree approach. Previous researches on
the classification using the decision tree have mostly been intended to classify text data. This paper was
intended to introduce a classification application to the content-based image retrieval (CBIR) with multi-
attributes by using a decision tree. The attributes used were the visual features of the image, i.e. : color
moments (order 1, 2 and 3), image entropy, energy and homogeneity. K-means cluster algorithm was used
to categorize each attribute. The result of categorized data was then built into a decision tree by using
C4.5. To show the concept in application, this research built an application with main features, i.e.: cases
data input, cases list, training process and testing process to do classification. The resulting tests of 150
rontgen data showed the training data classification’s truth value of 75.33% and testing data classification
of 55.7%.
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1. Introduction

Image database has been commonly used by many application domains nowadays
such as multimedia search engines, digital libraries, medical databases, geographical
databases, e-commerce, online tutoring systems and criminal investigations. Image database
could be visualized using image browsing as a way to retrieval systems [1]. Image retrieval can
be performed using attributes attached to the image such as creation date, storage location,
size or other predefined attributes. However, the search performance produced in this way is
highly depended on the expertise of a user in describing the image. In addition, the search could
not be performed based on the semantics of the image itself [2].

Technology is evolving towards image searching by using method called content-based
image retrieval (CBIR) and also known as query by image content (QBIC) [3]. Instead of taking
image’s information from external resources or metadata, CBIR approach used the intrinsic
features of the image such as color, shape, texture, or a combination of these feature elements
[4]. Color as an image feature has been succesfully applied in image retrieval application since
it has strong correlation with the objects inside the image [5]. Furthermore, the color feature’s
robustness has been proven in processing scaled and orientation-changed images [6-10]. The
image itself is classified into three images i.e. intensity image, indexed image, and binary image
[11]. To be more specific, CBIR’s retrieval technique is based on information extracted from
pixels [12, 13].

CBIR has been widely applied in many research projects. One of application of CBIR is
for recognizing porn image [14-15]. CBIR is also used in health area researches. It is used as
image administration system that supports the physician task such as diagnosis, telemedicine,
teaching and learning new medical knowledge [16-18].

This paper introduces the construction of CBIR by using a case based reasoning
concept. In previous research, case-based reasoning has been explained as a concept to build
rule for clinical service, specifically in diagnosis problem domain [19]. One algorithm that can be
used to build rules as a decision tree is C4.5. It could be also aplied to classify image [20-22].

The novelty of this research is the combining used of the clustering method and
decision tree developing in image classification. Instead of predetermining the discrete data
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manually for classification process, the data clustered by using the k-means clustering method.
This process is used to classify each of image features before classification process.

2. Research Method
2.1. Architecture System

The architecture system of CBIR in this paper was formulated as shown in Figure 1. All
of image documents were preprocessed in order to make all images have the same format and
size. After the preprocessing step have finished, some visual features were then extracted from
the images and stored into image databases. In the next step, using the k-means clustering
method [23], each of the features was then categorized and stored into categorized image
database. These data were then used to build the decision tree using the C4.5 algorithm.
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Extraction

Clustering

I

Classified Images
Databases

“ Decision Tree

Building
Decision Tree
Databases

Image Result Trace the decision
tree

J . \| Preprocessing \ < .
Image Query and Feature paleg‘orlze
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Figure 1. CBIR Architecture

2.2. Image Feature Extraction

Images were preconditioned into some same states, before the process of feature
extraction was started, namely size of 140x140 pixel, bmp format, and turned into 8 bit grey
image color mode. The features used in this experiment are quite similar to previous study, that
are color moment and texture. The color moment was divided into 3 low-order moments while
the texture features used were contrast, correlation, energy, homogeneity, and entropy [24], but
in this paper used entropy, energy, contrast, and homogeneity [25]. Entropy, energy, contrast,
and homogeneity features represent image texture. Texture can be defined as a region’s
characteristic that is wide enough to form pattern repetition. In another definition, texture is
defined as a specifically ordered pattern consisting of pixel structures in the image.

One parameter needed to calculate the value of entropy, energy, contrast, and
homogeneity is obtained from co-occurence matrix, that is a matrix that describes the frequency
with which a pair of two pixels with a certain intensity within a certain distance and direction
occurs in the image. Co-occurrence intensity matrix p (i1, i2) is defined by the following two
simple steps:

1. Calculate the distance of every two dots in the image, expressed in a vector of vertical and
horizontal directions (d = (dx, dy)). The values of dx and dy are also in pixel.
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2.  Count the number of pixel pairs that have intensity values of i1 and i2 and distance of d
pixels.
Put the calculation of each pair intensity values into the matrix according to the
coordinates, which the abscissa for intensity value i1 and the ordinate for intensity value i2.
Entropy is an image feature used for measuring the disorder of intensity distribution.
The entropy calculation is shown in Equation 1.

Entropy = -2, i, P(iy, i) 109 p(iy,i5) (1)

Energy is a feature for measuring the number of concentration of intensity pairs in co-
occurrence matrix. Equation 2 is used to calculate this feature’s value. The value will be
increased if qualified pixel pairs that matched the co-occurrence intensity matrix requirement are
more concentrated at some coordinates of the matrix and will be decreased if they are more
dispersed.

2,. .
Energy = i, T, p° iy ip) )
The contrast feature is used to measure the strength of different intensity of the image,
while homogeneity is used to measure homogeneity of image intensity variation. Image’s
homogeneity value will be increased as its variation intensity is decreased. The formula to

measure the image contrast is shown in Equation 3 while that for measuring the homogeneity is
shown in Equation 4.

Contrast = ZilZiZ (i - i2)2 p(iy. i) (3)

p(iy. i5)
Ty —is |

Homogeneity = Zil Ziz 4)

The notation of p in Equation 2, 3 and 4 denotes the probability and has value in the
range of 0 to 1, that is the element value in co-occurrence matrix. Meanwhile iy and i, are
denoted as nearby intensity pair in the x and y direction.

Given a sample of 1-bit image data with a size of 3 x 3 pixels. Finding the mean of RGB
values of each pixel, the result is represented in a matrix as shown in Figure 2.

Figure 2. Image’s RGB mean matrix

Feature calculations of entropy, energy, contrast and homogeneity is based on the co-
occurrence intensity matrix. Consequently, prior to searching those features values, co-
occurrence intensity matrix is needed to be built. In this system, the value of distance (d)=1 and
direction in angle 45° (dx=1 and dy=1) are predetermined. From the above setting, then the
value of co-occurrence intensity matrix value from image matrix Figure 2 is obtained as shown
in Figure 3.

The second value in row dx = 1 and column dy = 1 is obtained from pair count with
distance 1 and angle 45° between intensity value of image 1 and intensity value of image 1 as
illustrated on Figure 4.
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Figure 3. Co-occurrence Intensity Matrix Figure 4. lllustration of pair count calculation

b

The value of p(0,1) is obtained from element value on row dx=0 and column dy=1
divided by total element value in co-occurrence matrix. Thus, the value of p(0,1) is ¥4 or 0.25.
The entropy visual feature value is calculated by Equation 1, as follows:

entropy =-((p(0,0)log(p(0,0)+(p(0,1)log(p(0,1)+(p(1,0)log(p(1,0)+
(p(1,M)log(p(1,1)
=-(0.25 log(0,25)+0.25 log(0.25)+0 log(0)+0.5 log(0.5)
=(-0.15-0.15-0 - 0.15)
=0.45

The value of energy visual feature is calculated by Equation 2, as follows:

energy = (p2(0,0) + p2(01) + p2(L.0) + p2(L.1))

= (0.252 +0.25% + 0% + 0.5%)
= 0.375

The value of visual feature contrast is obtained with calculation using Equation 3. That

contrast =(0—0)20.25+ (0 -1)20.25+ (1— 0)20 + (1-1)20.5
=0+025+0+0
=0.25

Visual feature homogeneity is obtained with calculation using Equation 4. That is:

. 025 025 0 05
Homogeneity = —+——+—+—
1 2 2 1
=0.25+0.125+0.125+ 0.5

=0.875

Color moment can be defined as simple representation of color feature in colored
images. The three low-order moments of color for capturing the information of image’s color
distribution are mean, standard deviation and skewness [25]. For a color ¢ in the image, the
mean of c is symbolized as y., the standard deviation as oc and the skewness as 6.. The
values of p,, o, and 6. are calculated using Equation 5, Equation 6, and Equation 7,
respectively.

o =—5 3 o )
MN i=1j=1 Y
_ 1
1 MN C 2 2
| c_ 6
oc _I\/INizl]El(p” ,LIC):| (6)
_ 1
1 M N c 3 3
Op =| — - 7
e = 'wn izljél(p” He) } (7)
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Where M and N are the horizontal and vertical sizes of the image and is the value of color ¢ in

the image’s row i and column j.
Using Equation 5, the value of visual features color moment order 1 is calculated from

the matrix as follows:

_ 1
He = 3x3

=0.78
The value of color moment order 2 is obtained using the following steps:
1. Transform each value in the RGB mean matrix in Figure 2 by operating each value in the
matrix with the Equation 8.

nb=(p§ — 1)’ (8)

O+1+1+1+0+1+1+1+1)

piﬁ is the matrix cell’s value in row i and column j and nb is the new value of the cell.

The result is then represented in Figure 5.

D61 | 005003 0471001 001
D05 061005 001|047 001
D03 005003 001 | 001|001
Figure 5. Color Moment Order 2 Value Figure 6. Color Moment Order 3 Matrix
Matrix

2. The color moment order 2 value o, is calculated from the matrix using Equation 2.

1
1 M N ]2
o= — 3 .an}
MN i=1j=1
1
o,=|—1556
| 3x3
=0.416

The color moment order 3 value is obtained with the following steps:
1. Transform each value in the RGB mean matrix in Figure 2 by operating each value in the
matrix with the Equation 9.

nb=(p; —)° 9)

p; is the matrix cell’s value in row i and column j and nb is the matrix new cell’s value.

Using these calculations, the matrix in Figure 2 will be transformed into the color moment
order 3 matrix as shown in Figure 6.

2. The color moment order 3 value @, is calculated from the matrix using Equation 3.
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1
1 3
6’C =| — -0.864
3x3

=-0.458

2.3. K-Mean Clustering

Clustering machine is intended to map the continous or discrete class data with many

variations into discrete class with determined variations. The input of this process is:
1. Initial data, that can be either continuous or discrete data.
2. Delta, that is the value to be used to determine the allowed gap between centroid and mean.

The output of this process is a mapping table containing the discrete class including its
centroid value.

The algorithm used in the data clustering machine is derived and extended from k-
means clustering algorithm. This data clustering using the K-Means method is commonly done
with basic algorithm as follow [26]:

Determine count of class (cluster)
Determine initial centroid of each class
Put each data into class which has the nearest centroid
Calculate the data mean from each class
For all class, if the difference of the mean value and centroid goes beyond tolerable error,
replace the centroid value with the class mean then go to step 3.

In fundamental k-means clustering algorithm, initial centroid value from specific discrete
class is defined randomly, while in this research the value is produced from an equation shown
in Equation 10.

Sl

(i —1) * (max— min) . (max— min)

C; = min+ 10
! n 2*n (10)

Where,

Ci :centroid class i

min : the lowest value of continue class data

max :the biggest value of discrete class data

n : total number of discrete class

The building process of discrete class is shown as follows: 1) Specify the source data;
2) Specify desired total number of discrete class (n); 3) Get the lowest value from source data
(min); 4) Get the highest value from source data (max); 5) Specify delta (d) to get the
acceptable error by Equation 11; 6) For each discrete class, find the initial centroid (c) by
Equation 10; 7) For each value in source data, put it into its appropriate discrete class, which is
one that has nearest centroid to the value; 8) Calculate the average value of all members for
each class (mean); 9) For each discrete class, calculate the difference between its mean and its
centroid (s) by Equation 12; 10) For each discrete class, if s>e , then replace its centroid value
with its mean, put out all values from their corresponding class then go back to step 7.

e =d *(max—min) (11)
s=i| mear, —¢, | (12)

2.4. C4.5 Algorithm

Decision tree is one of methods in classification process. In decision tree, classification
process involving classification rules generated from a set of training data. The decision tree will
split the training data based on some criteria given. The criteria are divided into target criteria
and determinator criteria. The classification process produces the target criteria values based
on determinator criteria values [27].

The algorithm of decision tree building will search for the best deciding criterion for
categorizing data homogenously. The criterion will be considered as root node. The next step of
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the algorithm is creating branches based on the values inside of the criterion. The training data
then categorized based on values at the branch. If the data considered homogen after the
previous step, then the process for this branch is immediately stopped. Otherwise, the process
will be repeated by choosing another criterion as next root node until all the data in the branch
are homogen or there is no remain deciding criterion can be used.

The resulting tree will then be used in classification of new data. The proccess of
classification is conducted by matching the criterion value of the new data with the node and
branch in decision tree until finding the leaf node which is also the target criterion. The value at
that leaf node is being the conclusion of classificion result.

Using C4.5 algorithm, choosing which attribute to be used as a root is based on highest
gain of each attribute, the gain is counted using Equation 13 and 14 [28].

nlS. |
Gain(S, A)=Entropy(S)— = —I*Entropy(Si) (13)
i=1!S]
n - -
Entropy(S) = igl_ p|*Iog2 pi (14)
Where
S : Case set
A : Attribute
n : Partition Count of attribute A
|Sil : Count of cases in i" partition
[S| : Count of cases in S
Pi : Proportion of cases in S that belong to the it partition

3. Results and Analysis
3.1. Result

The result of this research is a computer program to classify images. The program’s
main features are 1) Data Case Input; 2) Case List; 3) Training Process; and 4) Testing
Process.

3.1. Data Input and Case List

The Data Case Input feature is used to store images that will be used in the training
process. In this feature, the program will do preprocessing, take the image visual feature’s
values and then store them in the database. The case data input feature interface is shown in
Figure 7. This figure shows that the loaded image processed to some visual features as
explained in section 2.2 and the classification text box is filled manually as the expert
judgement.

MNew Case Input (eS|

L I E—
e I E—
et L T e —

—— —
Bortias )
Homogensity —
Clas=ification
I I B Clos= .
=

Figure 7. New Case Input Feature
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The Case List feature is used to review the cases stored in the database. This feature is
also provided with ability to delete a particular data that are assumed not to be used in the next
training process. The Case List page is shown in Figure 8.

[ st of Cases =] = [
IDKASUS  [MOMENT_1_[MOMENT_2 _[MOMENT_3 [ENTROPI _[ENERGI KONTRAS _ |HOMOGENITAS [KLASIFIKASI  ~
EiS 6693213 823374 6123291 710014 021426 121776716 059428 HEAD
207 54,5846 8054507 8229351 6,89074 022427 120348622 060433 HEAD
208 6076713 8207703 £4.73095 £1313 030467 1542546096 065187 HEAD
209 43,7188 7819992 8.21784 557595 0.35516 124183618 068912 HEAD
210 1274559 3851756 21,2809 11.78033 000038 10405033 026656 CHEST
212 131,32677 7572968 790790376366 1134127 001253 237 61566 036151 CHEST
213 13175083 4538014 -B3077041.0508 12,2333 0.00026 1165133 0.26289 CHEST
214 12719217 5009205 -2545607880,92 1196628 0.00105 1071468 02817 CHEST
215 1036842 48.26142 3945755 11.82768 000043 14465222 029647 CHEST
217 14653413 E0SI604 0.00019 197.32599 019138 CHEST
220 [11 £ |CHEST
221 11122993 6413765 0.00542 5553463 035113 CHEST
223 13368657 54,6671 -2712572866,37 1188567 0,0007 30,96803 030974 CHEST
224 12867647 6162903 2405426 12,0154 0.00035 8177262 0.28513 CHEST
225 12759807 4795226 -1085289605.28 11.36831 0.00069 50,30663 0.3633 CHEST
226 13626543 4933541 -236080709,433 12,0842 0.00037 44311757 02raaz CHEST
227 103,4575 46,35564 -2464235411,6011,36485 000243 7617348 032544 CHEST
228 12386767 4623632 -51853413,9355 12,001 26 0.00041 13337682 026334 CHEST
223 13,0441 4810432 13004281 45,39 11.76353 000143 31T 00607 CHEST
235 29,95023 5259285 58,77356 4,28302 050671 33058669 076443 HEAD
236 36,73217 53,16427 535615 5,22438 0,40957 34574935 070634 HEAD
237 50,3523 6616462 7378752 753674 0.18562 174207565 053762 HEAD
238 4317677 6380342 719691 6,73665 0.25745 117262187 060626 HEAD
239 B1.37257 7078824 7E.18371 8,42454 013102 115454914 048276 HEAD
240 551181 47.15702 4354263 1065013 0.02829 7039053 0.29622 HEAD
212 90.27853 95.04155 7052623 £,97026 0.20882 2000.78041 053225 HEAD [}
245 83,76383 77.77055 665363 891211 0.08427 1031.2124 | 046205 HEAD -
« "

Figure 8. List of Cases Feature

3.2. Training Process using K-Means Cluster and C4.5 Algorithm

The training process is used to produce the decision tree from the cases in the case list.
This process contains 2 sub processes, they are categorization process and decision tree
building process. The categorization process is performed for each of image visual feature by
using K-Means Cluster algorithm as explained in section 2.3. The input of categorization
process is all values of images in a features and the result is the cluster and the centroid of
each data. The cluster selected will be the one that has the nearest centroid. The decision tree
building process is performed using C4.5 algorithm. The training process is then visualized in
the form of decision tree as in Figure 9 and in a table of rule as shown in Figure 10.

[ | &)

=2 ENERGI? &
My List of Cases =1: MOMENT_3? B
£-0: KONTRAS?
. D:BACKBONE
! B1: MOMENT_2?
L 2: BACKBONE
i i 3:CHEST
. Training Process 2 BACKBONE
3: BACKBONE
. 4:BACKBONE
- 2: BACKBONE
B Ciose 1-3:CHEST
B 4: HOMOGENITAS?
1: BACKBONE
B 2: MOMENT_2?

TRAINING

% Case Input

n

£ 4 ENTROPI?
B 4:KONTRAS?
4: : Unclassified
B 2: KONTRAS?
i--0: BACKBONE
- BACKBONE
i 2: BACKBONE
- 3: MOMENT_1?
H 1:HEAD

2: CHEST
4. CHEST

L 4:CHEST

£ 3: MOMENT_2?

i 1: BACKBONE

0:CHEST -

Figure 9. Tree Feature

Multi Features Content-Based Image Retrieval Using Clustering and... (Kusrini Kusrini)



1488 m

ISSN: 1693-6930

3.3. Testing Process

List Of Rules

o]

JIKA ENERG! =1 (centroid :0.00033)

DAN MOMEMT_3 = 0 [cenroid: -17949101.30323]
DAN MOMENT_2 = 1 [cenroid: 37.217)

MaKa BACKBONE

JIEA EMERG] = 1 [centroid :0.00039)

DAN MOMEMT_3 = 0 [cenroid: -17949101.30323)
DAN MOMEMNT_2 = 2 [cenroid: 48.1212]

MAKA BACKBONE

JIKA EMERGI =1 [entroid :0.00039)

DAN MOMENT_3 = 0 [cenroid: -17345101.30323)
DAN MOMEMNT_2 = 3 [eenroid: 56 50799

Mk BACKBONE

JIKA ENERG =1 (centroid :0.00039)

DAN MOMEMT_3 = 0 [cenroid: -17349101.30323]
DAN MOMENT_2 = 4 [cenroid: 68,25079)

DAN FONTRAS = 2 [cenmid: 167.03592]

DM MOMENT_1 = 3 [cenroid: 108.7226)

Maks BACKBONE

JIKA ENERG! =1 (centroid :0.00033)

DaN MOMEMNT_3 = 0 [cenroid: -17349101.30323]
DAN MOMENT_2 = 4 [cenroid: B8 25073)

DaN KONTRAS = 2 [cenmid: 167.03592]

DAN MOMENT_1 = 4 [cenroid: 132.31737)
MaKA CHEST

JIEA EMERGI = 1 [centroid :0.00039)

DAN MOMENT_3 = 0 [cenroid: -17949101.30323)
DAN MOMEMT_2 = 4 [cenroid: BB 26075]

DN KONTRAS = 2 [cenroid: 167.03592]

DAN MOMENT_1 = 4 [cenroid: 132.31737)
Maka CHEST

Figure 10. List of Rules Feature

The testing feature is used to do classification to newly incoming images. The
classification is carried out by comparing between the new image’s visual feature value and the
rule constructed in the prior training process. The testing feature is shown in Figure 11.

3.2. Analysis

r - N
TESTING - & ===
B image ]
T —
e I —
S e —
Eruons —
e —
Carvas —

L

Classification

cetesn

Figure 11. Testing Feature

4

The testing process was carried out with 150 rontgen image data and resulted some
classifications. The data is shown in Table 1.

Table 1. Cases Classification

Classification Count

Backbone
Chest
Head

50
50
50
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The testing was carried out by comparing between the classification from system’s
output and the expert judgment in Case Input Data as explained in section 3.1. The testing to all
training data resulted to true classification for 113 data. It means 75.3% of truth value. The detail
result of testing training data is shown in Table 2.

Table 2. Testing Result of All Training Data

Classification  Testing Result  Count
Backbone Backbone  True 30
Backbone Chest False 12
Backbone Unclassified Unclassified 8
Chest Backbone False 10
Chest Chest True 34
Chest Head False 1
Chest Unclassified Unclassified 5
Head Chest False 1
Head Head True 49

Beside the testing process to all training data, it is also conducted 10 experiments using
120 data. The data consists of 40 Backbone, 40 chest, and 40 head image data with different
combination. The test result is shown in Table 3.

Table 3. Testing Results of the 120 Training Data

Iteration True False Unclassified
1 88 22 10

2 88 23 9

3 85 25 10

4 85 25 10

5 88 23 9

6 92 19 9

7 97 15 8

8 97 17 6

9 94 19 7

10 90 20 10
Average 90.4 20.8 8.8
% 75.33 17.33 7.33

The testing to testing data was done by 10-fold cross validation. It is used 120 training
data and 30 testing data for each of experiments. The test result with this model is shown in
Table 4. From the Table 4, it is known that the testing process to the data test producing correct
classification of 55.7% wrong classification of 33.7% and unclassified data about 10.7%.

Table 4. Testing Results of the Test Data

Iteration True False Unclassified
1 14 16 0

2 20 6 4

3 20 9 1

4 18 9 3

5 16 7 7

6 16 9 5

7 16 11 3

8 16 9 5

9 19 7 4

10 12 18 0
Average 16.7 10.1 3.2
% 55.7 33.7 10.7

Multi Features Content-Based Image Retrieval Using Clustering and... (Kusrini Kusrini)
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In order to compare the result, the same dataset is tested into classification algorithm
without clustering preprocessing. This time, the class range is defined manually. The testing to
all training data resulted to true classification for 23 data. It means 15.3% of truth value. The
result of 10 experiments using 120 training data with different combination without clustering
process is shown in Table 5.

Table 5. Testing Results of the 120 Training Data Without Clustering Process

Iteration True False Unclassified
1 17 20 83

2 20 18 82

3 21 17 82

4 20 17 83

5 18 17 85

6 19 19 82

7 20 19 81

8 17 16 87

9 16 15 89

10 16 18 86
Average 18,4 17,6 84
% 15,3 14,7 70

The result of testing to testing data that was done by 10-fold cross validation that is not
using clustering process. The result is shown in Table 6. From the Table 6, it is known that the
testing process to the data test without clustering process producing correct classification of
17% wrong classification of 16% and unclassified data about 67%.

Table 6. Testing Results of the Test Data Without Using Clustering Process
Iteration True False Unclassified
20
23
18
24
15
23
24
18
16
20
20,1
67

O ©W O NO O WN -~

N
PNNOWAND»®®N

0 W N W WooN©OMW

(4]
N

Average
%

=
~
=
[e)]

Comparing the above processes of classification with and without clustering algorithm, it
shows that the using of clustering can increase the accuracy of classification process. Since it is
done manually, the classification without clustering algorithm is less accurate to define the class
range based on data distribution.

4. Conclusion

From the discussion section above, it can be concluded that: (1) The use of decision
tree can be applied to classify image with multi visual features, and (2) Clustering algorithm can
help to improve categorization process in each of this research’s selected image visual features.
The accuracy of the process using the training data reached 75.33%. The accuracy of the
process using the testing data reached 55.7%. It is higher than classification without using
clustering process that only reached 15.3% for training data and 17% for testing data.
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Based on the conclusion, there are some opportunities and challenges for further

researches to improve this research, among others determining the classification of data which
are still in unclassified category in order to get a better accuracy value and examining other
visual features that are able to increase classification accuracy value.
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