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Abstract

The best known deterministic polynomial-time algorithm for primality testing right now is due to
Agrawal, Kayal, and Saxena. This algorithm has a time complexity ©(log*®/?(n)). Although this algorithm is
polynomial, its reliance on the congruence of large polynomials results in enormous computational require-
ment. In this paper, we propose a parallelization technique for this algorithm based on message-passing
parallelism together with four workload-distribution strategies. We perform a series of experiments on an
implementation of this algorithm in a high-performance computing system consisting of 15 nodes, each with
4 CPU cores. The experiments indicate that our proposed parallelization technique introduces a significant
speedup on existing implementations. Furthermore, the dynamic workload-distribution strategy performs
better than the others. Overall, the experiments show that the parallelization obtains up to 36 times speedup.
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1. Introduction

Prime numbers are the cornerstone of number theory. Mathematicians and number the-
orist, since ancient times, have been fascinated by many problems concerning prime numbers. In
modern time, many of the most important cryptographic algorithms rely on big prime numbers to
perform encryption and decryption. One of them is Rivest-Shamir-Adleman (RSA) algorithm [1],
which is now widely used in storage encryption [2], digital certificate [3], and web security [4],
including in banking transaction security. RSA algorithm depends on the fact that it is difficult to
find the prime factors of a big integer. Electronic Frontier Foundation (EFF) offers $250,000 as a
reward to the first individual or group who discovers a prime number with at least 1,000,000,000
decimal digits [5]. Searching for a prime number is usually based on an efficient algorithm that
determines whether a given number is prime or composite. Such algorithms are called primality
testing algorithms.

Most of primality testing algorithms are probabilistic, namely they cannot ascertain the
primality of a given number, but only provide a probability that the given number is prime. Miller-
Rabin primality test [6, 7], for instance, has an error rate below 25%, which means that if the given
number passes this test n times, then the probability that the number is prime is 1 — 0.25™ [8].
Solovay-Strassen [9] primality test, on the other hand, has an error rate below 50%. Probabilis-
tic primality testing algorithms are relatively fast, of low complexity, but with tunable accuracy.
However, there are cases that require certainty that a given number is prime or not; and thus,
probabilistic algorithms cannot be used.

In 2002, three Indian computer scientists Agrawal, Kayal, and Saxena [10] proposed a
deterministic—i.e., non-probabilistic—primality testing algorithm that runs in polynomial time; we
will refer to this algorithm as AKS algorithm. This is the first deterministic polynomial-time al-
gorithm for primality testing. Since this seminal paper, the primality testing problem no longer
resides in the complexity classes of NP-Hard, NP, or ZPP [11]. AKS algorithm, interestingly, is
relatively simple and straightforward, while previous work by other researchers attempted to show
that primality testing is of polynomial time complexity by making complex modifications on existing
primality testing algorithms [12].
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Since this theoretical breakthrough, many researchers have proposed theoretical and
practical improvements to this algorithm soon after it was released in public. Notable among them
are Lenstra [13] and Bernstein [14]. Bernstein [14] proposed two practical possibilities for accel-
erating AKS algorithm with low-level speedup by improving the integer squaring method and high-
level speedup by reducing the number of for loop iterations in the last step of the algorithm. This
included all state-of-the-art improvements on reducing the last for loop iterations and produced
speedup of many orders of magnitudes. These have been incorporated in the latest version of
AKS algorithm.

Lenstra and Pomerance [15, 16], on the other hand, proposed theoretical improvements
to AKS algorithm and obtained a new technique with time complexity O(log®(n)). They modi-
fied the original AKS algorithm by decreasing the number of iterations in the for loop. This is
done by replacing the use of the cyclotomic polynomials in AKS algorithm by a monic polynomial
f(z) of degree r with integer coefficients such that the ring Z[z]/(f(z),n) is a pseudofield. Bern-
stein in [17] proposed a further theoretical improvement to AKS algorithm with time complexity
O(log*(n)). The proposal also attempted to decrease the number of iterations in the for loop by
replacing the use of the cyclotomic polynomials by random Kummer extensions of Z[z]/n.

Crandall and Papadopoulos [18] implemented a variant of AKS algorithm by Lenstra [13]
and found that empirically the time complexity of the variant is ¢log®(n), where ¢ is around 1,000
clock cycles. Li[19] also implemented the Lenstra variant of AKS algorithm using C++ and NTL
library to handle the polynomial data structure. In this implementation, a 15-decimal-digit prime
number required around 3,000 seconds to compute in a single-processor computer. Menon in [20]
implemented AKS algorithm in SAGE (Software for Algebra and Geometry Experimentation), and
produced an implementation, in which a 25-decimal-digit prime number required more than 4,000
seconds to compute in a single-processor computer. Cao [21] analyzed the storage space re-
quirement for AKS algorithm and showed that the required storage space for testing a number
with length 1,024 bits is about 1,000,000,000 Gigabyte, which is practically infeasible. This is due
to the need to store extremely large polynomials during the computation.

Many scientists have made improvements on the original AKS algorithm, but sequential
implementations of the algorithm are still impractical to use due to the expensive computation
involved in each step and its storage requirements. Future direction seems to be towards parallel
implementations. This paper reports on our effort to develop a parallelization technique for AKS
algorithm based on message-passing parallelism (using MPI) and to find out the best workload-
distribution strategy for the parallelization technique.

The rest of the paper is organized as follows: Section 2 presents the basis of AKS algo-
rithm. Section 3 describes the proposed parallelization technique, together with four accompany-
ing workload-distribution strategies. In Section 4, we present the result of our experiments with
the proposed parallelization technique and the four workload-distribution strategies and provide
analysis. Section 5 concludes the paper.

2. Preliminaries

Let Z be the set of integers and let « and b be two positive integers. Let ged(a, b) be the
greatest common divisor of a and b. The two integers a and b are relatively prime if and only
if ged(a,b) = 1. Let ¢(a) be the Euler’s totient function, namely the number of positive integers
smaller than « that are relatively prime to a. For relatively prime a and r, let o,-(a) be the order of a
modulo 7, namely the smallest integer & such that a* = 1 (mod r). Let a rem b be the remainder
of integer division between a and b.

In the earliest version of their publication, Agrawal, Kayal, and Saxena obtained an algo-
rithm with the worst-case time complexity of O(log'?(n)), where n is the given number. In this
paper, we are referring to the latest version (version 6) of their publication [10], in which the latest
AKS algorithm was presented. The latest version has incorporated many improvements proposed
by many researchers and the resulting algorithm runs in polynomial time with the worst-case com-
plexity of O(log!®/?(n)). Prior to the publication of this algorithm, there were other primality proving
algorithms that seemed to run in polynomial time, but AKS algorithm is the first one that is de-
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terministic as well as of polynomial time [18]. The main idea of AKS algorithm is described in
Lemma 1, which is a generalization of Fermat’s little theorem.

Lemma 1 ([10]) Leta € Z be relatively prime ton € Z andn > 2. Then n is prime if and only if:
(x+a)"=2"4+a (modn). (1)

To reduce the number of operations performed, both sides of (1) can be simplified by
taking their respective remainders modulo a polynomial z" — 1, for some small positive r € Z,
namely:

(z+a)"=2"+a (modza” —1,n). (2)

However, right now the bi-implication in Lemma 1 no longer applies, since non-prime n
may also satisfy (2) for some a and r. Theorem 1—as reformulated by Granville in [12]—forms the
cornerstone of AKS algorithm. The theorem basically asserts that for appropriately selected r’s,
if (2) is satisfied by some a, then n must be a prime. Therefore, » must be selected accordingly.

Theorem 1 ([10, 12]) Givenn € Z andn > 2, let r < n be a positive integer satisfying o,(n) >
log?(n). Thenn is prime if and only if:

(1) n is not a perfect power,
(2) n does not have any prime factor < r, and
(3) (z+a)” =z™ +a (mod 2" — 1,n) for any integer a, where 1 < a < \/¢(r)log(n).
A straightforward implementation of Theorem 1 is given in Algorithm 1, where condition

(1) corresponds to the first if; and conditions (2) and (3) correspond to the first and the last for,
respectively.

Algorithm 1: AKS algorithm
Input: n € Z,n > 2
Output: A string Prime or Composite

1 begin

2 if n = a®, wherea,b € Z anda,b > 1 then

3 | return Composite

4 end

5 Find the smallest r that satisfies o,.(n) > [log?(n)|
6 for 2 to r do

7 if gcd(a,n) > 1 then

8 | return Composite

9 end

10 end

11 for a «+— 1to [\/¢(r)log(n)| do

12 if (x+a)"Z 2"+ a (mod 2" — 1,n) then
13 | return Composite

14 end

15 end

16 return Prime

17 end
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3. Proposed Method
3.1. Parallel AKS Algorithm

Scrutinizing Algorithm 1, we can see that the algorithm basically comprises 4 steps: de-
termining whether n is a perfect power (lines 2—4); determining r (line 5); determining whether n
has prime factors < r (lines 6—10); and determining the congruence of polynomials (z + a)™ and
2™ + a modulo (z" — 1,n) (lines 11-15) for some values of a. Of these four steps, the last takes
most of the computation times of the algorithm, since we are dealing with an enormous n. Fur-
thermore, when raising polynomial (z+a) to the power n—albeit modulo (=" — 1, n)—intermediate
results might be enormous polynomials requiring large storage and heavy computation. Our par-
allelization effort will be focused on computing this last step. Parallelizing the other steps will incur
communication overhead that, with the current state of networking technology, renders the saving
achieved by the parallelization worthless even for hundreds-decimal-digit n.

As has been noticed by Crandall and Papadopoulos in [18], AKS algorithm is an em-
barrassingly parallel algorithm. It can easily be parallelized using master-slave technique, by
distributing the work of determining the congruence of polynomials (z + )™ and z™ + a modulo
(" — 1,n) for different values of a to different computer nodes in a message-passing parallel
system. Figure 1 illustrates this master-slave technique.

Master node

Slave nodes

SN AN P ',: \ P ‘; ;\‘
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Figure 1. The design of the parallelization technique

In the beginning, the master node performs the computation of the first three steps of AKS
algorithm sequentially. Once the master node obtains the value of r, it broadcasts the values of n
and r together with other necessary information about distribution of work (namely the distribution
of the values of «a) to all slave nodes. Each slave node then proceeds with the computation of
determining the congruence of polynomials (z + @)™ and z™ + a modulo (z" — 1,n) for several
values of a.

A slave node communicates only with the master node and only in two cases: (1) when
for some value of « the polynomials are not congruent, and (2) when for all values of a assigned
by the master node, both polynomials are always congruent, and thus signaling that the work as-
signed to the slave node has been completed. Upon receiving a communication of type (1) from a
slave node, the master node immediately dismisses the last for loop and thereby announces that
n is composite; and proceeds to command the rest of the slave nodes to abort their computation.
Receiving communication type (2) from all slave nodes indicates that all slave nodes have com-
pleted their work and all of them find that the two polynomials are congruent for all values of a;
the master node then proceeds to announce that n is prime.
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A modern computer system usually has multi-core CPUs. A parallelization technique
where each of these CPU cores in a slave computer node is treated as a slave node as well is
referred to as single-level parallelization. In this technique, each core is assigned by the master
node several values of a to compute separately from other cores in the same computer node.
Communications from all cores in a slave node to the master node must pass through the same
channel of communication and this may result in contention. However, compared to the computa-
tion time spent for each value of a, the overhead produced by this contention is negligible.

3.2. Workload-Distribution Strategies

The single-level parallelization technique requires the distribution of workload from the
master node to all slave nodes. This basically entails distributing the values of a for slave nodes
to work on. Recall from Algorithm 1 that the congruence of polynomials (z + )™ and =™ + a
modulo =" — 1 must be determined for 1 < a < |\/¢(r)log(n)]. Let ¢ = [\/é(r) log(n)| and u be
the number of slave nodes. Further, let % stand for the integer division operator. In the following,
we present four workload-distribution strategies that will be experimented on in this study.

Strategy 1 Figure 2 illustrates the first workload-distribution strategy. A rectangle in the figure
represents a single value of a, while the circle right below the rectangle represents the slave node
responsible for computing that value. This strategy is the simplest of the three strategies, where
slave node i is responsible to determine the congruence of polynomials (z+a)™ and 2™ +a modulo
" =1, for (i — 1)(¢%u) + 1 < a < i(¢%u). Hence slave node #1 works on the first ¢%u values of
a, slave node #2 works on the second ¢%u values of a, and so on, while slave node #u works on
the remaining values of a. This last slave node may only work on fewer than ¢%u values of a, if ¢
is not divisible by .

Values of a Values of a
| 1 | 2 | ... | g%u [g%u+1|go%u+2 . |2(q%u) Z(i?u) Z(TSU) . |3(q%u) . | | (qui’/:u)) qu;]gll | q |
Node Node

Figure 2. Workload-distribution strategy 1

Strategy 2 One of the main concerns with the first strategy is that one slave node is assigned
only with values of « that are consistently smaller or larger than those assigned to other slave
nodes. All values of a assigned to slave node #1, for instance, are smaller than those assigned
to slave node #2. A larger value of a may result in a longer computation time, since the resulting
intermediate polynomials will have larger coefficients, which in turn take longer to multiply and
require more storage. The second and third strategies try to address this.

Figure 3 illustrates the second workload-distribution strategy. The first slave node will get
a = 1, the second slave node will get « = 2, and so on, until the last slave node will get a = u. This
is then repeated until all values of a are exhausted. Therefore slave node 7 will be assigned the
values of a of ¢,7 4+ u,i+ 2u,...,i + ju, where j is the largest integer that still satisfies i + ju < g.
This strategy manages to avoid assigning one slave node values of a that are consistently smaller
or larger than those assigned to other slave nodes. However, each value of a assigned to a slave
node is always relatively smaller or larger than that assigned to other slave nodes. For every
value ¢ assigned to slave node #1, for instance, the value i + 1 is assigned to slave node #2.
Hence, if larger value of a always results in longer computation time, slave node #1 will complete
its workload earlier than slave node #2. This problem will be addressed by the third strategy.
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Values of a Values of a
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Figure 3. Workload-distribution strategy 2

Strategy 3 The third strategy addresses the problem encountered in the second strategy by
ensuring that if a slave node is assigned a small value of «, it will be compensated by another
assignment with large value of a. Figure 4 illustrates the third workload-distribution strategy.

Values of a Values of a

| 1 | 2 | | u |u+1 |u+2| | 2u |2u+1| |q-2u-1|q-2u| |q-u-2|q-u-1| q-u | |q-1 | q |

D - 00O 00 -0 000 - @0

Node Node

Figure 4. Workload-distribution strategy 3

Hence, since slave node #1 is assigned the value a = 1 (the smallest), then it will also be
assigned the value a = ¢ (the largest). Similarly, since slave node #2 is assigned the value a = 2
(the second smallest), then it will also be assigned the value a = ¢ — 1 (the second largest). This
is carried out subsequently until all values of a are assigned to all slave nodes in similar fashion:
if the value a = i is assigned to slave node j, then the value a = ¢ — i is also assigned to slave
node j, for i < ¢%2.

Strategy 4 All previous strategies are static, in the sense that workload distributions are actually
predefined even before execution; a specific node always gets the same set of a’s when the input
n is the same. In this fourth strategy, we propose a dynamic strategy where the set of o’s assigned
to a slave node cannot be predicted before it is run. The idea is, firstly, a slave node is assigned
an a according to its id, for example slave node #1 gets a = 1, slave node #2 gets a« = 2 and so on
until slave node #u gets a = u. After completing a work, a slave node requests to the master node
for another remaining « or informs the master node if the polynomial congruence check produces
false result. The master node then sends a remaining « to the requesting node or the master
node simply terminates all nodes and output composite result for the other condition. When no
remaining a exists, the master node terminates all slave nodes then outputs prime result.

4. Result and Analysis
4.1. Implementation

Since we are primarily concerned with big numbers, we use GNU Multiple Precision
(GMP) arithmetic library version 6.10 to handle integer of arbitrary length. In the first step of
the algorithm, GMP function mpz_perfect_power_p() is used to check for perfect powers. To com-
pute the value of r in the second step, we use function PowerMod() of NTL library version 9.10.0,
which basically performs integer modular exponentiations. For checking the existence of factors
of the input number that are no more than r in the third step, NTL function GCD() is used.
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Communications between master and slave nodes is performed using MPICH library ver-
sion 3.2. To broadcast the input number n and the value of r, the master and slave nodes use
function MPI_Bcast(). Since the MPI does not support data type mpz_t defined by GMP as well as
data type ZZ defined by NTL, n and r are first converted to arrays of bytes before they are broad-
cast. Once arrived, they will be converted back to type mpz_t using function mpz_init_set_str().
After all the values required to compute the last step are obtained by a slave node, it then com-
putes the left and right side of the congruence using function PowerMod().

4.2. Experimental Setup

All experiments in this study are conducted using High-Performance Computing (HPC)
system provided by Directorate of Information System and Resources (DSSDI) of Universitas
Gadjah Mada. The HPC system has 15 slave nodes, each with 2 CPU Dual Core AMD Opteron™
Processor 280 (hence, 4 CPU cores), 4 GB DDR3 RAM, OpenSUSE 11.2 64 bits operating
system, and GCC compiler version 6.1.

We experiment on prime numbers ranging from 5 digits to 35 digits in length as shown in
Table 1. The seven prime numbers selected are the largest prime numbers for the corresponding
numbers of digits according to [22].

Table 1. Prime numbers used in experiments

Digits Prime Number

5 99,929
10 9,999,999,929
15 999,998,727,899,999
20 99,999,999,999,999,999,989
25 9,989,999,899,883,889,989,999,899
30 909,090,909,090,909,090,909,090,909,091
35 | 68,476,562,763,327,854,359,085,599,065,855,383

4.3. Result
Comparing the workload-distribution strategies Table 2 shows the running times of the se-
quential as well as the parallel implementations of AKS algorithm for the seven prime numbers.
The parallel implementations are run on a 60-processor message-passing system, while the se-
quential one is run on one of the processors. It is evident that the dynamic workload distribution
(strategy 4) performs consistently and significantly better than other strategies in all experiments,
which means that this strategy is the most load balanced among the proposed strategies. This
also indicates that the overheads associated with communication times between the master node
and slave nodes are insignificant compared to the computation times for different values of a.
From Table 2, it is clear that patterns from the running times of the first three workload-
distribution strategies are not easy to discern. This result is contrary to the authors’ original
expectation, as described in Section 3.2. The result indicates that the computation times required
for the values of a are not proportional to those values: a larger value of a may require less
computation time than that of smaller one.

Speedups for various number of processors The previous result shows that workload dis-
tribution strategy 4 produces the best parallel implementation for AKS algorithm. In this part,
we focus on this strategy and find out the speedups that are achievable for various number of
processors. The result is presented in Figure 5.

Figure 5 shows that for almost all numbers of digits, speedup mostly grows linearly as the
number of processors used in the computation increases. The apparent exception to this is for
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Table 2. Running times (in seconds) of the different workload-distribution strategies

Digits | Sequential Parallel
Strategy 1 | Strategy 2 | Strategy 3 | Strategy 4
5 1.57168 0.41278 0.19912 0.20151 0.11407
10 105.7 5.3 2.1 2.2 1.7
15 712.2 35.3 22.6 24.0 19.6
20 3,236.0 128.2 130.4 128.8 112.3
25 8,848.8 446.6 3715 3741 325.4
30 32,343.2 1,421.6 1,317.3 1,972.4 1,179.6
35 70,901.7 4,121.8 4,177.6 4,152.3 2,457.4
40
35
30 5 digits
25 10 digits
%;zo 15 digits
‘:.)_ 15 20 digits
10 —8—)5 digits
5 30 digits
0 —&—35 digits
0 10 20 30 40 50 60

Number of processors

Figure 5. Speedups obtained by varying the number of processors

when the number of digits is 5. For this case, there are only 275 different values of a to check and
each of them requires a relatively short computation time. When the number of processors ex-
ceeds 30, communication overheads becomes large enough to offset the savings of computation
times by the parallelism. Overall, the largest speedup is obtained when the number of digits is 10
and it is a bit more than 36 times the computation time of the sequential implementation.

The effects of multi-core processors The high-performance computing system used in the
experiments consists of computers, each with multi-core processors. When each of this core
is treated as a node, contentions may occur when there is more than one core communicating
simultaneously with the master node. In this part, for each workload-distribution strategy, we vary
the number of cores per node used in the parallel computation to establish their effects on the
overall computation time. For this purpose, three scenarios are created, namely 1 core per node,
2 cores per node, and 4 cores per node. In all of these scenarios, the overall number of cores is
maintained at 8 in order to set a baseline. Figure 6 depicts the result of the experiments.

From Figure 6, we can conclude that workload distribution strategies 1, 2 and 3 are al-
most not affected by the number of cores per node used in the parallel computation. This is
understandable since, in these strategies, a slave node rarely communicates with the master
node. Communications between a slave node and the master node occurs only during termina-
tion, namely when the slave node finds that the polynomials are not congruent for a specific value
of a or when it finds that the polynomials are congruent for all assigned values of a.

The effect for workload-distribution strategy 4, however, is stark and the larger the prime
number the more pronounced the effect. Having more cores per node results in longer computa-
tion time. This is in line with our expectation, since, having more cores per node results in heavier
use of the communication line between the master and the slave nodes. What we do not expect
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Workload-distribution strategy1 Workload-distribution strategy2
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Digits of the prime number Digits of the prime number
Workload-distribution strategy3 Workload-distribution strategy4
30000 30000
25000 25000
2 20000 2 20000
o o
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3 3
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2 15000 2 nodes (8 cores) 2 15000 2 nodes (8 cores)
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Digits of the prime number Digits of the prime number

Figure 6. Running times for various numbers of cores per node

is for the effect to be so strong (1 core per node is faster more than twice compared to 4 cores
per node). This means that an HPC with single-core nodes will produces even better results.

5. Conclusion

In this paper, we proposed a parallelization technique based on message passing paral-
lelism for AKS algorithm. We also developed four workload-distribution strategies for this par-
allelization technique. From the experiments we have conducted, we conclude that dynamic
workload-distribution strategy is the most load-balanced one. Furthermore, the difference be-
tween the dynamic strategy and static strategies is so significant that it is difficult to envision cir-
cumstances when one wishes to use the static ones. Overall, the dynamic strategy can achieve
a speedup of up to 36 times the sequential computation. Nevertheless, the dynamic strategy
has one obvious drawback, namely the bottleneck in the communication line towards the master
node. The more nodes involved in the parallelism, the busier the master node and the heavier the
communication line towards the master node. We did not manage to demonstrate this due to the
limited size of the HPC available to us. We also showed that the number of cores per node has a
strong effect for the dynamic workload-distribution strategy.
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