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Abstrak 
Mengenali tanda-tanda lalu lintas yang dipasang di jalan-jalan adalah salah satu kebutuhan 

berkendara di jalan. Kelalaian dalam berkendara dapat menyebabkan kecelakaan lalu lintas. Makalah ini 
menggambarkan model pengingat real-time, dengan memanfaatkan kamera yang dapat dipasang di mobil 
untuk menangkap gambar rambu lalu lintas, dan kemudian diproses untuk diinformasikan kepada sopir. 
Fitur ekstraksi menggunakan elemen morfologi (strel) digunakan dalam makalah ini. Jaringan Syaraf 
Tiruan digunakan untuk melatih sistem dan menghasilkan keputusan akhir. Hasilnya menunjukkan bahwa 
akurasi dalam mendeteksi dan mengenali sepuluh jenis rambu lalu lintas secara real time adalah 80%. 

 
Kata kunci: elemen morfologi, jaringan syaraf tiruan perambatan-balik, rambu lalu-lintas 

 
 

Abstract 
Recognizing the traffic signs installed on the streets is one of the requirements of driving on the 

road. Laxity in driving may result in traffic accident. This paper describes a real-time reminder model, by 
utilizing a camera that can be installed in a car to capture image of traffic signs, and is processed and later 
to inform the driver. The extracting feature harnessing the morphological elements (strel) is used in this 
paper. Artificial Neural Networks is used to train the system and to produce a final decision. The result 
shows that the accuracy in detecting and recognizing the ten types of traffic signs in real-time is 80%. 

 
Keywords: back propagation neural network, elements of morphology, traffic signs 
  
 
1.  Introduction 

A vision-based vehicle guidance system for road vehicles can have three main roles: (1) 
road detection; (2) obstacle detection; and (3) sign recognition. The first two has been studied 
for many years and with many good results, but traffic sign recognition is a less-studied field. 
Traffic signs provide drivers with very valuable information about the road, in order to make 
driving safer and easier. The traffic signs mostly play the same role for autonomous vehicles. 
They are designed to be easily recognized by human drivers mainly because their color and 
shapes are very different from natural environments [1].  

Detection and classification of traffic signs are one of the most studied Advanced Driver 
Assistance Systems (ADAS) and some solutions are already installed in vehicles. Nevertheless 
these systems still have room for improvement in terms of speed and performance. When 
driving at high speed, warning systems require very fast processing of the video streaming in 
order to lose as few frames as possible and to minimize the chance of missing a readable traffic 
sign [2], [3]. 

In the recognition stage, a concept of class similarity measure learned from image pairs 
is discussed and its realization uses SimBoost, a novel version of AdaBoost algorithm is 
analyzed. Suitability of the proposed method for solving multi-class traffic sign classification 
problems is experimentally shown for different feature representations of an image [4]. 

Traffic Sign Recognition (TSR) is used to regulate traffic signs, to warn a driver, and to 
command or to prohibit certain actions. Fast real-time and robust automatic traffic sign detection 
and recognition can support and disburden the driver and significantly increase driving safety 
and comfort. Automatic recognition of traffic signs is also important for an automated intelligent 
driving vehicle or for driver assistance systems. One of techniques that can be used to 
recognize traffic sign patterns is Neural Network [5-8]. 
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An implementation of TSR detection is to produce sign, to stop sign, and red-bordered 
circular sign can be done using these steps. First, image is color segmented based on a 
threshold technique. Then, corners are detected using convolution masks (optimal corner 
detector). Geometric constraints are used for shape recognition along verification method for 
each sign [9], [10]. 

Neural Network with back propagation algorithm is one of the famous methods to make 
a learned machine or system that can provide a final decision of classification with a number of 
learning process. It can be developed by NNtool provided in MATLAB, although sometimes it 
would result in different accuracies in object detecting and recognition for every experiment 
[11], [12]. 

 
 

2.  Research Method 
Figure 1 shown uses case diagram of system. Using the webcam, image of traffic sign 

will be captured, and processed to be recognized by neural network system. User will get the 
meaning of recognized image based on trained image sign in advance. 

 
 

 
 

Figure 1. Use case diagram 
 
 

 
Figure 2. Sequence diagram 
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Figure 2 shows the sequence diagram of system that started from learning process by 
reading the traffic sign image data. The image data will be processed to be the vector image 
that can be used as an input of neural network. By neural network toolbox, the best network 
from certain epoch will be saved, thus it will be used to test the image data. Testing the system 
using webcam and saved network will produce the recognition image, and user will get 
information about the meaning of the traffic sign that is recognized [5], [8]. The activity diagram 
of the process is shown in Figure 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Activity diagram system 
 
 
There are two main activities on Figure 3, i.e. training and testing. On the training 

activity, the best goal of NN configuration was tried to achieved, and once it was achieved, it will 
be saved as the best network configuration. The other activity is testing that will be testing the 
system using a real-time traffic sign image that is captured by using the webcam. The research 
design is the result from a simple model detector of traffic signs that may be applied for smart 
car is shown in Figure 4. Webcam is generally used to capture traffic signs and saved in a 
buffer. Then the image will be selected to separate it from other captured objects. After it has 
been selected, then it will be cropped, and converted from RGB to grayscale image [13]. The 
next process is converting the grayscale image into BW image (biner image). The main idea of 
this research is to convert the BW image to be a 5x7 matrix image. There will be "square" for 
pixel with value 1 and "dot" for pixel with value 0 (zero) in matrix image. This step is called 
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"strel", or converting BW (biner) image into its elements of morphology. This step can reduce 
the complexity of neural network processing in order to learn or to train [14]. Data training set is 
shown in Figure 5. There are 10 class objects with 10 variation on each by 10º, 20º, 30º, 35º 
Clockwise and 10º, 20º, 30º, 35º Anti-clockwise.  

The following is pseducode of ANN training: 
a. Pick a training Image file 
b. For a number of column and row,  

1) convert it into black and white image 
2) cut image: look for empty area of image on the top side, right side, left side and 

bottom side, 
3) cropping image 
4) convert into biner image  
5) extract into matrix image (strel) 

c. Make an ANN with this parameter, and start training state 
net = newff (minmax (sign),[10 size-target],{'logsi g' 'logsig'},'traingdx'); 
net.LW{2,1} = net.LW{2,1}*0.01; 
net.b{2} = net.b{2}*0.01;  
net.performFcn = 'sse';          
net.trainParam.goal = 0.01;  
net.trainParam.show = 20; 
net.trainParam.epochs = 5000;  
net.trainParam.mc = 0.91; 
P = sign;  
T = targets; 
[net,tr] = train(net,P,T); 

d. Save network for next testing 
 

 

 
 

Figure 4. Research design 
 
 

The following is pseducode of ANN testing to recognize traffic sign: 
a. Load saved network 
b. Capture image from webcam 
c. Process image, for a number of column and row,  
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1) convert it into black and white image 
2) cut image: look for an empty area of image on the top side, right side, left side and 

bottom side, 
3) cropping image 
4) convert into biner image 
5) extract into matrix image (strel) 

d.    Process with back propagation neural network 
e. Make a result from the recognized traffic sign 

 
 

 
 

Figure 5. Data training set 
 
 

Table 1. Testing planning 

No. Testing Image Number of  
Variation 

Number of 
Testing 

1. 

 

10 10 

2. 

 

10 10 

3. 

 

10 10 

4. 

 

10 10 

5. 

 

10 10 
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6. 

 

10 10 

7. 

 

10 10 

8. 

 

10 10 

9. 

 

10 10 

10. 

 

10 10 

11. 

 

25 5 

12. 

 

25 5 

13. 

 

25 5 

14. 

 

25 5 

15. 

 

25 5 

Total of testing and its variation 225 125 

 
 
3.  Results and Analysis 
3.1.  Best Performance Training Result 

Figure 6 shows the result of NN training using Gradient Descent Back propagation with 
Adaptive Learning Rate Algorithm. The result shows that NN configuration is achieved for the 
best training performance with value 0.00969 at epoch 601 (iterations) and gradient 0.0023975. 
Figure 7 shows the sum square error (SSE) value from the best training performance at epoch 
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601. Figure 8 shows the training state of the Neural Network Best Training Performance. There 
are values of gradient, validation check value, and learning rate value at epoch 601. Figure 9 
shows the regression of training process to achieve the best performance. 

 
          

        
        

Figure 6. NN training performance       Figure 7. Performance of NN best training 
 
 

        
      

 Figure 8. Training State           Figure 9. Regression 
 
 
3.2. Testing System with Single Class Image and Multiple Class Image 

Figures 10-14 show the system testing in recognizing the traffic sign in real-time. Firstly, 
the traffic sign image with multiple classes and position is put at the front of a webcam, a few 
seconds later (5 seconds) the image is captured and selected by the system. Then it will be 



          � 

TELKOMNIKA  Vol. 10, No. 4

756

cropped and converted into grayscale image and Black
image will be converted into strel image to be 5x7 pixel image size, and this is the last image 
that will be recognized by Neural network. According to the last testing, the accuracy of system 
in recognizing real time image for each class is 80%, and real time image of traffic
86.20%, the result is shown in 
 

Figure 10. GUI of system testing and recognition result 1

Figure 11. GUI of System Testing and Recognition Result 2

Figure 12. GUI of System Testing and Recognition Result 3
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cropped and converted into grayscale image and Black-White image (BW-image). 
ed into strel image to be 5x7 pixel image size, and this is the last image 

that will be recognized by Neural network. According to the last testing, the accuracy of system 
in recognizing real time image for each class is 80%, and real time image of traffic
86.20%, the result is shown in Figure 15. 

 

10. GUI of system testing and recognition result 1 
   

 

11. GUI of System Testing and Recognition Result 2 
 

 

12. GUI of System Testing and Recognition Result 3 
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that will be recognized by Neural network. According to the last testing, the accuracy of system 
in recognizing real time image for each class is 80%, and real time image of traffic sign group is 
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Figure 13. GUI of System Testing and Recognition Result 4
 

Figure 14. GUI of system testing and recognition result 5

Figure 15. Testing system with single class image and multiple class image
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13. GUI of System Testing and Recognition Result 4 

 

14. GUI of system testing and recognition result 5 
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4.  Conclusion 
The development of Early Model of Traffic Sign Reminder has been presented. The 

model has been developed by using the Gradient Descent Back Propagation with Adaptive 
Learning Rate Algorithm. The system was trained using 10 class image with 10 variation on 
each by 10º, 20º, 30º, 35º Clockwise and 10º, 20º, 30º, 35º Anti-clockwise of rotation.  The 
result shows that the Neural Network configuration is achieved for the best training performance 
with value 0.00969 at epoch 601 (iterations) and gradient 0.0023795. According to the last 
testing, the accuracy of system in recognizing the real-time image for each class is 80%, and 
real time image of traffic sign group is 86.20%. The author suggests that the system can be re-
developed and trained using the next type of traffic sign and saved for a number of network 
configuration. Serially, the main system can recognize real-time traffic sign using a number of 
saved network configuration. 
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