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Abstract 
 In this paper, an automatic estimation of additive white Gaussian noise technique is proposed. 

This technique is built according to the local statistics of Gaussian noise. In the field of digital signal 
processing, estimation of the noise is considered as pivotal process that many signal processing tasks 
relies on. The main aim of this paper is to design a patch-based estimation technique in order to estimate 

the noise level in natural images and use it in b lind image removal technique. The estimation processes is 
utilized selected patches which is most contaminated sub-pixels in the tested images sing principal 
component analysis (PCA). The performance of the suggested noise level estimation technique is shown 
its superior to state of the art noise estimation and noise removal algorithms, the proposed algorithm 
produces the best performance in most cases compared with the investigated techniques in terms of 
PSNR, IQI and the visual perception. 

  
Keywords: Additive noise, noise estimation, principal components analysis, patch selection, image 
denoising.  
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1. Introduction 

The estimation of noise models has its significant impact in several applications such as 

computer vision, pattern recognition, image segmentation and registration, to name a few. In the 
field of image processing techniques, we need to know in most of the time the amount of noise 
before we involve in any process such s image restoration, object moving detection and image 

enhancement, etc.  
In this regard, image noise removal plays a vital role when it comes to the issue of 

increasing the quality of the appearance of the noisy images and make more pleasant in human 

perception. In field of image processing, noise level is a crucial parameter that can affect 
numerous subjects of study, such as denoising, segmentation, super-resolution, deblurring, and 
registration [1]-[2]. One of the pioneer’s image analysis techniques tool which utilizes wavelet 

domain is quaternion wavelet transform. It uses the shift -invariant feature that the coefficients 
are localized in time and frequency domains to provide full information about the image texture 
and fine details In study that conducted by Chan in [3], the notion of (DTCW) is extended to the 

quaternion transformation by exploiting conceptions of 2D Hilbert domain in order to analysis 
the signal with the application to disparity assessments.  

Theoretically, quaternion wavelet transform is used widely in the field of image noise 

removal [4]-[5], classification of deep details [6]-[7], deblurring and its applications [8] and 
computer fusion [9]. In [10], a novel generalized signal-dependent for noise model is designed in 
natural images which acquired using a digital camera. In their method, Gamma factor is 

estimated for more efficient estimation. Another study utilized an automatic noise estimation 
technique based on local statistics to remove Additive Gaussian noise [11]. They managed to 
process multiplicative Gaussian noise and achieved high visual performance and fast execution 

time. In study which was done by [12], a discrete-time learning algorithm in order to restore fast 
a contaminated image using a novel L2-norm noise estimation. In their method, the suggested 
technique conquers the difficulties of noise estimation methods such as false estimation which 

is appear in CNF algorithm. A framework design for block-based approaches that combine the 
strengths of different filters is presented in [13]. The identifying of the homogeneous blocks is 
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utilized in order to evaluate its performances with state of the art methods. The complexity of 

noise filtering was reduced tremendously but the visual quality performance was slightly 
improved. Noise discrepancies in multiple scales are utilized in [14]. It is implemented as 
indicators for the detection of image splicing forgery. 

 The test images are initially segmented into patches (sub-pixels) for different levels, the 
noise is studied in every single level adaptively. Furthermore, in [15], an efficient approach was 
proposed in order to estimate the noise level with precise rate in wavelet domain. They found 

out that the variance sum of high frequency components in the contaminated coefficients of 
quaternion wavelet is mainly equal to the noise amount. However, they suffered from fault 
estimation especially in high noise levels. In addition, a novel and efficient noise level estimation 

technique is proposed in [16], also they analyze the change of singular values in order to 
determine the content related parameter, and they applied their technique on different kinds of 
images.  

The rest of this study is prepared as follows. Assessment of noise using Principal 
Component Analysis (PCA) is explained in Section 2. The proposed noise level estimation is 
demonstrated in Section 3. The blind noise removal from natural images algorithm is discussed 

in Section 4. Extensive experiments and its results are presented in Section 5. Finally, the 
conclusion is stated in Section 6. 
 

 
2. Research Estimation of Noise Levels Using PCA 

Noise level estimation in patch-based noise models utilizes a specific of patches or sub-

images in order to derive it from the noisy counterparts. In this paper, the proposed algorithm 
applied the windowing technique for every single patch and then slide pixel -by-pixel until the 
whole investigated image is completely covered. The formula of each contaminated patch can 

be written by: 
 
                               (1)

  
where N represents each patch number; ni is the index of each patch and the patch size is 

represented by M x M , where the sub-images is defined by its central pixel; zi denotes the 
observed noisy patch by independent noise model (Inpendent and and Identically Distributed 
iid). The additive Gaussian noise (AWGN) model denoted by ni with zero mean and variance 

  
  Additionally, the noise models of the intersected patch pairs reflect a kind of correlation. 

However, non-overlapping sub-image pairs in most of time occur in the whole patches. In order 

to clarify the overlapping process, the noise modes are presumed to be independent completely 
in the whole tested patches.  

The input noisy patches are stated as dataset in Euclidean models. Furthermore, the 

orientation of the axis can be defined using the unit vector u. In harmony with the up mentioned 
assumption that the noisy image has a uncorrelated behavior, accordingly, the variance of the 
projected noisy image details can be found by:  

 
                    ,                                                                                          (2) 

 
where V(uTxi) represents the variance of the patches that indicated by    in the   

directions; and σn is the standard deviation of noise model, umin is the minimum direction 

variance that can be found using  
 
                                                                                            (3) 

 

In the same regard, in [17], the maximum variance is computed using PCA in order to 
find the correlation amomng the sub-pixels. The eigenvector is utilized in this study in order to 
find the lowest variance orientation and also it exploits the minimum eigenvalue to bui ld its 

covariance matrix, it is found using the following expression:  
 

   (
 

 
)                                                                                                                           (4) 
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  is the noise-free signal. The variance of the desired patches, which is found along the 

minimum variance direction, is normally identical with the minimum eigenvalue of covariance 
medium. As a result, the calculation of variance direction is used to find out the covariance 

matrix and its related eigenvalue.  
 
                                                                                                                          (5)      

       
   depicted the covariance matrix of contaminated sub-image      represents the 

covariance matrix of the original sub-image    (patches), and          represents the lowest 

eigenvalue of matrix  . The analysis of the lowest eigenvalue of the covariance matrix of the 
noisy patches is represented in (5). Furthermore, the model of AWGN is found accordingly. On 
the other hand, this decomposition issue is an ill-posed issue due to the lowest eigenvalue of 

the covariance array of the original sub-image          is unavailable. Although the clear 
disadvantage of this matter, the digital images features can be utilized to estimate the noise 

level. The repeated textures and its pattern in natural images can be used as the main source of 
the image features. Additionally, the structures of natural images span only low-dimensional 
structure. When the details of each sub-image            span a sub-space with 

dimensions that have size less than    , then those sub-images are determined by the term 

low-rank sub-image (patch). 
In the same regard,        ) which denotes to slightest eigenvalue of the covariance 

matrix is assumed to be ignored due to insignificant effect. From theoretical point of view, the 
AWGN model reflects the same power spectrum in every path in the contaminated image, and 
as a result, all its eigenvalues will show the same value along with their power spectrum. In this 

step, noise level can be estimated consequently by utilizing the sub-space spanned over the 
eigenvectors of the covariance matrix    that carries nil eigenvalues as represented by the 

following formula: 
 
                                                                                                                 (6) 

 
Theoretically, the hypothesis of the redundancy is not necessarily correct, but from 

practical point of view, it will work in digital images arena which contain rich details and full of 
complicated textures and repeated patterns. In order to discuss the proposed PCA-based noise 
level estimation results, two examples have been depicted. The Boat in Figure 1 depicts a kind 

of simple image details and fine textures. In this case, the low-rank patches is very clear, 
patches which have mostly lines and symmetrical shapes. The smallest eigenvalue of the 
benchmark Boat image in this case is approximately zero. Consequently, the suggested PCA-

based approach can completely estimate the noise model levels, as shown in Figure 1.  
On the other hand, Figure 2 depicts the benchmark image Fingerprint. In this scene, the 

target image reveals kind of complicated textures, fine details, rich and repeated edges. The 

minimum eigenvalue of the sub-pixels in Fingerprint has values which are larger than zero. As a 
result, the suggested technique overestimates the noise level; this can be justified due to the 
noise level and amount of complicated texture inside the target noise image low noise scale. 

Table 1 and 2 depicts the ground truth and estimated noise levels in both benchmark images it 
can be clearly notice that there is very strong correlation among the patches in Boat image 
rather than Fingerprint image that consists of too many rich textures, which the proposed 

algorithm visibly overestimates the noise level. 
 
 

3. Patch Selection Approach 
Currently, the two pivotal issues of the noise assessment approach are elaborated: the 

selection of single patch and iterative framework for noise level assessment.  Sub-images and 

patches based image noise assessment techniques depend on the contaminated image and its 
noise model. The noisy image is categorized to a set of patches in a raster scan model 
according to its geometric configuration. In order to find the appropriate sub-images and select 

them from their contaminated images, it is necessary to investigate the imae details and its 
configuration. Homogenous patches is utilized and stated in Lee and Hoppel [18]. In their 
method, the patches which reflect the smallest variance homogenous is used as a feature in the 

noisy image. In study which was conducted by Khmag et al [19] gave out an approach in order 



                     ISSN: 1693-6930 

 

TELKOMNIKA  Vol. 16, No. 2, April 2018 :  915 – 924 

918 

to estimate AWGN using PCA and correlated patches which have complicated structures, 

where patches with large variances are disregarded. Despite CPU time friendly of the proposed 
method, it shows an overestimate noise levels in images that contain lots of complicated 
textures.  In order to improve the previous technique, a study which done by Shin et al. [20] that 

modified their technique by exploiting an adaptive threshold amount that used in patch variance 
to select the specific contaminated patches. However, the selected patches still far away to be 
considered as an ideal choice due to the complicated texture of the majority digital natural 

images. In this paper, texture strength metric is introduced. It is organized based on the Matrix 
of source digital image gradients and its local statistical features to select the low-rank set of the 
investigated sub-images. Furthermore, a noise removal approach is introduced to utilize the 

noise estimation model proposed in this study. Zhu and Milanfar [21] exploited the gradient 
covariance matrix in order to use it as a measurement balance to manipulate the image 
structure. In this regard, a contaminated digital natural image patch yi  has size of N2×2 of the 

gradient matrix      is formulated as follows: 
 

                          (7) 
 

Where Dh and Dv are the horizontal and vertical derivative operator matrices, respectively.  
Dh and Dv are Toeplitz matrices with size         [22], which are resulted from a gradient filter. 

In addition, the covariance matrix gradient C   of contaminated sub-image    is found as 
 

       C  = C  
T
G               (8)           

         
  Accordingly,  

 

               =                    
  

 
  

                    
  

D          

                                     
  

 
  

                   
  

D                     

 
where   is the mathematically operator transpose. The gradient matrix G   and the gradient 

covariance matrix C   have the greatest noisy image patches information, statistical behavior 
and their structure details. The eigenvectors and eigenvalues of C   are exploited in order to 

compute the main direction and its power [23]. 
 
 

Table 1. Proposed Noise Model Assessment Method and Round Truth Estimation of  Fingerprint 
Noise Level   Ground Truth Estimated Noise 

0 0 0 
5 5 4.6 

10 10 10.02 
15 15 15.07 
20 20 20 
25 25 24.6 

30 30 30 
35 35 35.6 
40 40 40.8 
45 45 45.2 

50 50 50.1 

 
 

 
 

Figure 1. Benchmark image of Fingerprint 
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Table 2. Proposed Noise Model Assessment Method and Round Truth Estimation of   Boat 
Noise Level   Ground Truth Estimated Noise 

0 0 12 

5 5 17 
10 10 20 
15 15 23 
20 20 28 

25 25 32 
30 30 37 
35 35 40 

40 40 44 
45 45 48 
50 50 53 

 
 

 
 

Figure 2. Benchmark image of Boat 
 

 
               The fine textures and fine details reflect how much the tested patch is strength, it 
comes from aggregation of the whole eigenvalue components of the investigated covariance 

matrix. In addition, a strength patches reflect the full texture details. Consequently, the strength 
of the texture that represented by η is computed by  
 

                                   (10) 
 

where tr(.)  depicts the thresholding operator. Low-rank sub-images which contain sharp ridges 
modules in noise-free images are mostly considered minor and as a result it can be certainly 
divided by applying thresholding technique on the tested texture. However, the gradient textures 

are very sensitive to high noise levels, and thus, the texture strength performance will be 
effected by sever noise levels. As a result, Gaussian noise performance with texture strength 
might be further stated. Regarding, the noisy patch has kind of flat manner, the impeccably flat 

patch    and its relative gradient matrix G    is expressed as  

  
G                                   (11) 

 

The noisy flat sub-image that represented by yf in additive noise model can be written as  
 
                                      (12) 

 
In this regard, n denotes to the additive noise model sub-image and it has standard deviation   . 

As shown in (11), the gradient of the flat sub-image    can be represented by zero, whereas the 

gradient matrix of the contaminated sub-image is found be the following formula: 
 
                                             

                                                         (13) 
 

3.1. Blind image noise removal algorithm 
The proposed method for blind image restoration is introduced according to discrete 

wavelet transform (UWT) which is applied with PCA technique. As shown in Figure 3, the 

proposed method consists of two main parts. It is started with the noisy image that is found by 
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adding Gaussian noise model to the original natural images, then by eliminating the majority of 

the noise through the application of DWT and PCA. The other part is started with applying semi-
soft thresholding approach to remove the noisy coefficients in order to kill the coefficients that 
carry most of low frequency components that resulted from Gaussian noise. The inverse 

discrete wavelet transform (IDWT) is lastly applied in order to attain the full recovered image. 
The last step before the resulted image can be attained is to resume the original specifications 
of the noise-free image such as image format and its size. 

 
 

 
 

Figure 3. Block diagram of the proposed algorithm 

 
 

4. Results and Discussions 
In this part, the proposed noise removal technique is tested on 8 well-known images as 

depicted in Figure 4. The tested benchmark images were used in this study and has been taken 

from USC-SIPI image database [23], with 180 images in the data sets LIVE [24], TID2008 [25], 
CSIQ [26], and test in BSDS500 [27]. The resolutions of the tested images were         and 

481×320, correspondingly. The tested images was contaminated with zero-mean AWGN in 
different levels of noise, σ = 10, 20, 30, 40, 50, 60, and 7. The overall of 180 simulations are 
applied for fair assessment to each benchmark image under several noise levels. Furthermore, 

    overlapping sub-image was used in the suggested method. In this study, an extensive  
comparisons have been conducted with best of state of the art denoising techniques , such as 

ant colony optimization (ACO) [27], singular value decomposition (SVD) [28], Wiener filter [29], 
block matching 3D (BM3D) [30], HMM [31] and Ref [11], with their ideal factors that were 
presented in their original papers. 

 

 

 
 

Figure 4. Eight tested image with size 512 × 512.Upper row: Hill, Peppers, Boat, and 

Fingerprint. Lower row: Barbara, Military Base, Flinstones, and Tank 
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4.1 Performance assessments of the noise estimation algorithm 

Three main factors were taken into consideration when it comes to the issue of noise 
estimation performance; these factors are estimation precision, consistency, and the overall 
output of the proposed technique [32, 33]. In addition, average error estimation and noise 

variance are the mainly factors that mostly exploited to calculate the noise estimation precision 
and its consistency, they can be computed as follows:  
 

Ek=(1/M) ∑j=1
M

│σ 
j
-σ│        (14) 

 
µE =(1/N) ∑j=1

N
 Ek,         (15) 

 
σ E

2
=(1/N) ∑j=1

N
 (Ek-µE)

2
         (16) 

 

            σ
 j 

represents the variance which is estimated from  j
th

 level; Ek is the k
th

 error in 
estimated tested image;   and   are the  images which are included in every testing processes 

and for each level in AWGN model, respectively. In addition, general performance of the 
proposed technique is calculated using the following formula:  
 

    √                   (17) 

               
In order to achieve efficient noise model estimation, the values    and    might be small.  

Tables 3 and 4 depict comparison results of precision and consistency performance.  
 

4.2 Image denoising results   
             In this section, different noise removal methods have been tested and demonstrated. 
The main aim in this part of the paper is to show how accurate noise estimation can increase 

the removal of the noise significantly. From subjective point of view, the quality of the retrieved 
images was assessed according to peak signal-to-noise ratio (PSNR) which is calculated as 
follows  

 
           PSNR=10.log10 (255

2
/MSE).       (18) 

 

            In addition, another subjective assessment is used in this study which is image quality 
index (IQI). It was applied on the tested images in order to evaluate the how much the 
reconstructed image is closer to the original counterpart. Image Q-index (IQI) evaluation has a 

range of (-1, 1). Close value to zero, high visual quality image is achieved; the Q-index model 
formula can be calculated as follows 
 

              
      ̅  ̅

   
    

      ̅    ̅    
        (19) 

 
             The cross variance σxy is utilized to find the correlation between the noise-free image 
(x) and the reconstructed image (y);  ̅ and  ̅ represent the average of the noise-free image and 

denoised images, correspondingly; and σx2 and σy2 depict the variances of the original and 
reconstructed images as well [36]. Practically, PSNR graph is shown in Figure 5, this graph 

shows the benchmark image of Boat, the highest PSNR is reflected in the proposed algorithm. 
Its highest value is within the range of 0.3–1.2 dB, which is higher than Ref [11] and BM3D. The 
Wiener2 and SVD filters have the lowest PSNR among the noise removal techniques. 

Furthermore, Figure 6 depicts the Q-index chart of the different state of the art denoising 
algorithms for the Boat benchmark image. 
            The proposed technique shows the highest IQI, which is 0.943 to 0.642 in low noise 

levels respectively. Finally, Wiener2 and ACO algorithms shows the lowest IQI values which 
were in the range of 0.33 in low noise levels and 0.51 to 0.46 in low and high noise levels 
respectively. 
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Table 3. Comparison of     In Several Denoising Filters 

 
 

 
 
 

 
 
 

 
 

Table 4. Comparison of  σE  In Several Denoising Filters 

 
 
 
 

 
 
 
 

 
 

 

 

 
 

Figure 5. PSNR of different filter types with varying noise levels ( ) for the benchmark image 
Boat 

 

 
 

    Figure 6. IQI of different filter types with varying noise levels ( ) for the benchmark image 

Boat 
 

 
 

Noise Level    
10 

 
20 

 
30 

 
40 

 
50 

 
60 

 
70 Denoising Method 

ACO 1.23 0.85 0.62 0.48 0.53 0.51 0.42 
SVD 1.44 1.40 1.46 1.78 2.71 2.73 2.61 

Wiener 0.29 0.23 0.20 0.18 0.17 0.12 0.18 

BM3D 0.23 0.20 0.30 0.41 0.38 0.42 0.39 

Ref[11] 0.32 0.25 0.20 0.17 0.19 0.21 0.22 

HMM 0.92 0.86 0.83 0.76 0.69 0.73 0.78 
Proposed Method 0.32 0.25 0.20 0.17 0.21 0.27 0.32 

Noise Level    
10 

 
20 

 
30 

 
40 

 
50 

 
60 

 
70 Denoising Method 

ACO 0.68 0.37 0.29 0.23 0.20 0.18 0.17 
SVD 0.92 0.33 0.23 0.20 0.30 0.41 0.38 

Wiener 0.60       0.50       0.32      0.25       0.20       0.17       0.19 
BM3D 1.22 0.93 0.92 0.86 0.83 0.76 0.69 

Ref[11] 3.83 2.56 1.95 1.33 1.13 1.02 0.99 

HMM 1.02 0.87 0.81 0.78 0.77 0.71 0.68 

Proposed Method 0.60 0.50 0.32 0.25 0.20 0.17 0.21 
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5. Conclusion 

               Practical noise estimation and its application in image noise removal were discussed 
and stated in this paper accordingly. The proposed algorithm which is based on PCA approach 
was utilized with discrete wavelet transformation in order to reduce the dimensionality of the 

noisy image which is selected from the sub-images. An algorithm to pick out low-rank patches 
was proposed without choosing the high-frequency components that carry most of AWGN 
coefficients PCA approach utilized the eigenvalues of the covariance matrix of the noisy image 

in order to increase the texture strength. The results from the extensive experiments 
demonstrated that the real level of noise provided the perfect noise reduction performance 
among most of best state of the art denoising techniques. Regarding to the noise removal of the 

proposed algorithm, it showed competitive results in most cases compared to state-of-art 
denoising algorithms in terms of PSNR, image Q-index, and visual perception. As future work, it 
would be such improvement to the proposed algorithm when different kinds of images such as 

medical and hyperspectral images are taken as target images in order to remove salt & pepper 
and shot noise from those tested image 
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