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Abstract 
 The rapid rise and widespread of ‘Fake News’ has severe implications in the society today. Much 

efforts have been directed towards the development of methods to verify news reliability on the Internet in 
recent years. In this paper, an automated news reliability evaluation system was proposed. The system 
utilizes term several Natural Language Processing (NLP) techniques such as Term Frequency-Inverse 
Document Frequency (TF-IDF), Phrase Detection and Cosine Similarity in tandem with Latent Semantic 
Analysis (LSA). A collection of 9203 labelled articles from both reliable and unreliable sources were 
collected. This dataset was then applied random test-train split to create the training dataset and testing 
dataset. The final results obtained shows 81.87% for precision and 86.95% for recall with the accuracy 
being 73.33%.    

  
Keywords: Fake news detection, Natural language processing, Latent semantic analysis, Cosine 
similarity, Tf-idf 

  
Copyright © 2018 Universitas Ahmad Dahlan. All rights reserved. 

 
 
1. Introduction 

The news industry had changed greatly in the last decade from newspapers and TV 
broadcasts to internet news sites to blogs and social media. There are wide ranges of news 
sources available free online. The convenience of social media paired with smart devices, gave 
means to record and share news online within minutes of their occurrence. This heightened 
level of accessibility in turn produces news content much faster and at a greater quantity that 
may be relayed and shared with no significant third party filtering, fact-checking, or editorial 
judgment [1].   

While the internet has enabled the rapid sharing of knowledge and information, it had 
also made it incredibly easy to spread false news information („Fake News‟) with altered facts or 
deliberately made up stories. The term „Fake News‟ was made prevalent during the 2016 United 
States presidential election. With fake news stories being churned out at an increasingly fast 
pace every day on multiple channels such as Facebook, Twitter, and other media on the 
Internet, it is becoming an increasingly serious problem for our society.  

Internet sites such as Snopes.com and Politifact.com mainly employing manual efforts 
in conducting fact checks to combact fake news. Google Chrome also produced extensions with 
varying results, some aimed at automating fact checking for social media feeds (e.g. FiB) and 
others provide alerts when the user visits a webpage known for spreading fake news or contains 
links to unreliable sources (e.g.Fake News Alert and B.S. Detector). Due to the rapidly 
production of news articles, there is a definite need for an automated method to assist human 
fact checkers to verify the veracity of news articles.  

Driven by this motivation, many researchers have explored using automated methods 
with the aim of identifying fake news articles on the Internet. Jin and colleagues developed a 
method [2] to automatically verify the credibility of news being shared on Sina Weibo. The 
method used included of a 3-layer credibility network which represents events on different 
scales to evaluate its credibility. It was found that by grouping similar messages together, it is 
possible to represent significant parts of an event better by reducing the effects from noisy data. 
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This group later examined the possibility of verifying news by utilizing conflicting viewpoints [3], 
this is accomplished by creating a credibility network based on supporting and opposing tweets 
using an unsupervised topic model.  

Conroy, Rubin and Chen [4, 5] made use of linguistic patterns [6]  to identify click baits 
and fake news articles. It was found that linguistic patterns, such as the use of suspenseful 
language, unresolved pronouns, a reversal narrative style, forward referencing, image 
placement, reader‟s behaviour and several other cues can be used to detect click baits.  

In this paper, a method is proposed to determine whether an article is „reliable‟ or 
„unreliable‟ based on its similarity with articles collected from both reliable and unreliable 
sources. The proposed method utilizes several Natural Language Processing (NLP) techniques 
such as phrase detection, Term Frequency-Inverse Term Frequency (TF-IDF), cosine similarity 
and Latent Semantic Analysis (LSA) to identify the reliability of the news articles. A collection of 
9203 labelled articles from both reliable and unreliable sources were used. This dataset is then 
applied an 80/20 random test-train split to create the training dataset and testing dataset. 
Details on experimental setup as well as data collection method please refer to section 4 of this 
paper. The final results obtained shows 81.87% for precision and 86.95% for recall with the 
accuracy being 73.33%.    

This paper is organized as follows: section 2 describes the proposed method and its 
overall, the techniques used in this project are outlined in section 3. In section 4, the 
experimental setup and data collection method is presented. The results and discussion are 
given in section 5 and finally, the conclusion and suggestions for future work is in section 6. 
 
 
2. The Proposed Method/Algorithm 

In this section, we describe the propose method to evaluate if query articles are reliable 
or unreliable. Figures 1 and 2 presents the overall flow of both the training and test phases.  
In the training phase as shown in Figure 1, labelled news articles from the testing dataset are 
read from the database into the program. After applying several text pre-processing methods 
such as stopword removal, tokenization and removing words that appears once, the text data is 
then converted into a corpus using term frequency-inverse term frequency (TF-IDF) 
representation. The TF-IDF representation is then put into an LSA model and a news article 
LSA model is created that will return two lists of similar articles and their topic numbers. These 
two lists are for reliable and unreliable articles respectively.  

 
  

 
 

Figure 1. Training Stage 
 

 
The testing phase as shown in Figure 2 consists of two parts. In the first part, the same 

text pre-processing method in Training stage is applied to the query text. The query text is then 
converted into a TF-IDF representation and into the LSA model that was trained in the training 
phase. This will return the query articles‟ corresponding topic numbers to that obtained from the 
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training phase. This means that the articles with the same topic number will most likely be 
similar in content.  In the second part, to improve the final results, the articles under each topic 
number, from both the labelled training set as well as the supposingly unlabeled testing set will 
need to be further compared using cosine similarity matrix. This is done by first generating a 
mini LSA model for that topic. Then the query is compared against the similarity matrix and the 
number of matches from the model is returned. The solution labels the query text as reliable or 
unreliable depending on the weightage obtained respectively.  

 
 

 
 
Part 1: Generate list of similar articles and topic number    Part 2: Evaluate cosine similarity 
 

Figure 2. Testing Stage: Part 1 and 2 
 
 
3.   Research Method 
3.1 Term Frequency-inverse Document Frequency (TF-IDF) 

In order to represent an article with limited number of its keywords so further 
comparison of articles can be made possible, TF-IDF is adopted. TF-IDF is used for text feature 
representation in this solution.  

After the news articles are pre-processed, they are converted into TF-IDF vectors which 
assigns weightages to each of the words in the articles depending on „important‟ the word is. 
TF-IDF contains a matrix of the words and their respective weightages which serves as a 
representation of news articles in n-dimensional vector space. The corpus (collection of news 
articles) is represented as a set of term frequencies (TF) where weight for each term is 
dependent on inverse document frequency (IDF). Semantically similar or related news articles 
will be positioned closer in the vector space depending on the training method depending on 
whether words or documents being used.  
 

               
 

   
                    (1) 

 
 As shown in equation 1, the weightage of a word i,      is obtained by multiplying the 

number of times word i occurred in j, tfi,j with the log of the total number of documents, N divided 
by the number of documents that contains word i, dfi. A word that appears less frequent in the 
whole document, will have a high weightage indicating that it is an important word. In a study 
done in 2017, it was found that term weighting method such as tf-idf performed well for feature 
selection in cases of high dimension feature space [7]. 
 
3.2 Phrase Detection (Bigram) 

Phrase detection [8] is applied to our collection of news articles to detect and generate 
phrases from the tokenized words. In comparison to word only detection, this would provide a 
better representation of the news article. It is a technique that automatically detects common 
phrases from sentences based on how frequent two words occur together otherwise known as 
the principle of collocation. It consists of two steps. Firstly, a detector must be trained using a 
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collection of documents. Then, the trained detector is used to initialize Phrase object which is 
then used to detect bigrams (2-worded phrases) in any sentences. This method can also be 
extended to detect trigrams (3-word phrases).  

 

     (     )   
     (    )  

     (  )      (  )
       (2) 

 
The formula in equation 2 above is used to find the bigram score of two words,    and 

  . The number of times the two words appear beside each other in a sentence, count(    )  is 

deducted by the discounting coefficient, δ divided by the multiplication of the number of 
occurrences of   and   . The discounting coefficient, δ is to prevent excessive phrases 

containing infrequent words from forming. 
 
3.3 Latent Semantic Analysis 

In this paper, Latent Semantic Analysis (LSA) is used to generate a list of similar 
articles. Latent Semantic Analysis (LSA) is essentially a dimension reduction technique to find 
underlying (latent) meaning/concept in documents. It has been shown to be an effective 
computational text processing method [9]. It builds semantic space/representation from a corpus 
of text where two conceptually similar words/documents will be mapped close together. 
Semantic space/representation can be then used to find similarity between different media 
(words, sentences, paragraphs, documents) using cosine similarity. 

LSA works by performing dimensionality reduction on a set of documents to extract a 
spatial representation of word meanings. The reduction uses a well-known matrix factorization 
technique, Singular Value Decomposition (SVD) that decomposes a matrix into three matrices 
namely, matrix U, D and V

T
 to find a lower rank approximation of the term-document matrix.  

 

               (3) 

 
A known advantage of a knowledge-independent approach such as LSA is that it takes 

up less resource as compared to knowledge-dependent approach such as Wordnet[10]. LSA is 
often compared with another topic modelling technique known as Latent Dirichlet Allocation 
(LDA). In the study done by [11], it is found that LSA outperforms LDA on both small-scale and 
large-scale test cases in terms of performance when processing Patent data collection. LSA 
makes high dimensional word embeddings such as TF-IDF matrix more manageable for future 
operations such as clustering/classifications. Choosing the right dimension for k is important as 
a k-value which is too low would not give a proper representation of relationships between the 
terms and documents and conversely, a k-value which is too high would create too much noise. 
Past research [12] have shown no further gains beyond 300 dimensions. Hence, a dimension of 
300 is chosen for our experiment. 
 
3.4 Cosine Similarity 

In the context of this project, Cosine similarity is used to evaluate the reliability of a 
query article.  It is used to measure the similarity between the query news article text and list of 
related articles from a reliable and unrealiable news article datasets [13]. Related articles with 
cosine similarity score above a selected threshold are considered as a match to the query news 
article. The cosine similarity between two vectors (or two documents on a vector space in this 
news case) is a measure that calculates the cosine of the angle between them. It measures the 
orientation of the vectors but not the magnitude (distance).  
 The cosine of the angles serves as a comparison between the documents on a 
normalized vector space that shows how related two documents are based on the angle 
between them. Cosine similarity is found to be well suited to measure similarity of word vectors 
in high-dimensional space [14]. Good performance found in the experimental evaluation 
involving 15 different datasets done by [15] of performing k-mean clustering with cosine 
similarity. Some important applications of this technique are in the domains of unsupervised 
document organization, automatic topic extraction and fast information retrieval or filtering. 
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 ⃗   ⃗   ‖ ⃗‖‖ ⃗‖             (4)
   

      
 ⃗  ⃗⃗

‖ ⃗‖‖ ⃗⃗‖
         (5) 

     
Equation 5 is derived from the equation 4 which is the Euclidean dot product formula. 

equation 5 gives the cosine similarity score of two vectors, x and y which is obtained by dividing 
the dot product of vectors  ⃗ and  ⃗ with product of the magnitude of vector x, ‖ ⃗ ‖ and y, ‖ ⃗‖. 
Similar article vectors will be in the same direction with small angle deviations between them, 
producing a high cosine similarity score. Unrelated article vectors will have a nearly orthogonal 
angle, producing a cosine similarity score approaching 0. Lastly, opposite article vectors will 
have an angle approaching 180°, producing a negative similarity score. 
 
 
4.  Experimental Setup 

For the experiment, the solution was ran on a Cloudera Cluster consisting of 1 Master 
node running on 4CPU Cores and 14GB RAM and 6 Slave nodes running on 1 CPU Core and 
4GB RAM each. The host machine is equipped with a Intel® Core™ i7-4790 CPU @ 3.60GHz 
Octa-Core CPU and 32GB RAM and running on CentOS Linux 7. The programming language 
used to code the solution were Python 3.1.2 along with the Gensim 2.3.1 and NLTK 3.2.4. 
 
4.1    Data Collection 
4.1.1 Corpus of News Articles 

A dataset of news articles published by Signal Media in conjunction with the conference 
called Recent Trends in News Information Retrieval 2016 to help research dealing with news 
articles was obtained. The dataset is made up of 1 million news articles that are mainly English 
and also other non-English and multilingual articles from the time period of 1

st
-30

th
 September 

2015. It consists of 265,512 Blog articles and 734,488 News articles compiled from 93,000 
unique sources. In order to label these articles as to whether they are from reliable or unreliable 
sources, a dataset of known reliable and unreliable news sources is required. 
 
4.1.2 Labelled News Sources 

Two datasets were obtained from Opensource.co and FakeNewsWatch.com to 
represent reliable and unreliable news sources. From Opensource.co, 841 labelled news 
sources were obtained whilst FakeNewsWatch.com provides 92 labelled news sources. The 
final news source dataset consists of 933 sources of which 912 are considered unreliable and 
21 are reliable. 
 
4.1.3 The Labelled News Articles Dataset 
 The final dataset of labelled news articles is obtained by performing an SQL JOIN of the 
news sources with the corpus of news articles. The dataset has 5 columns which are News Id, 
News Title, News Article, Publish Date and Label and has a total of 9203 news articles 
consisting of 7634 articles from reliable sources and 1569 articles from unreliable sources. This 
dataset is then applied an 80/20 random test-train split to create the training dataset and testing 
dataset. The training set consists of 7355 rows while the testing set consists of 1848 rows. 
 
 
5.    Results and Discussion 
5.1. Phrase Detection 
 An experiment was conducted to determine the effectiveness of bigram phrase 
detection on the result of topic detection technique, LSA using a sample of 100 articles 
consisting of 25 topics. As seen in the results below, the keywords of topic detection with phrase 
detection contains phrases that gives a better representation of the topic that is detected. 
Figures 3 and 4 shows the Top 10 keywords along with their weightages for the first two topics 
that were detected. Topic 1 was about “Malaysia‟s bomoh charged in court” while Topic 2 was 
about “Beauty and the Beast banned in Malaysia” Positive weightages indicate the word 
contributes to the topic positively whereas negative weightages indicate the word contributes to 
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the topic negatively. This shows that the inclusion of the phrase detection technique improves 
the accuracy of LSA in the fake news detection system. 
 
 

 
 

Figure 3. Excerpt of results without bigram phrase detection 
 
 

 
 

Figure 4. Excerpt of results with bigram phrase detection 
 
 
5.2. Cosine Similarity Threshold 

This next experiment was conducted to determine the best cosine similarity threshold 
for the fake news detection system for a news article to be considered as a match. The 
threshold was chosen by comparing the accuracy measures obtained at different thresholds on 
a sample of 500 articles. It was found that the threshold of 0.7 as shown in Table 1 gave the 
best overall accuracy compared to others. The reason is because setting higher thresholds 
(stricter matches), there is a gradual decrease across all accuracy measures and also a 
significant increase in articles being discarded. There were 45 articles without matches at 
threshold 0.7 compared to 220 articles as shown in Table 2 without matches at threshold 0.9 in 
this sample dataset of 500 rows which makes up 44%, almost half of the size of sample dataset. 
 
 

Table 1. Accuracy measures of Fake News Detection system at different similarity thresholds 
Threshold Precision Recall Accuracy 

0.6 80.99% 85.91% 72.01% 
0.7 81.79% 88.01% 74.10% 
0.8 81.16% 85.58% 71.84% 
0.9 78.64% 75.35% 63.94% 

 
 

Table 2. Numbers of articles classified at different similarity thresholds 

Threshold 
Number of 

articles classified 
Undetermined 

 
No 

Matches 

0.6 443 28 29 

0.7 417 38 45 
0.8 381 30 89 
0.9 269 11 220 

 
 
5.3 News Reliability Evaluation Framework Result  

As it can be seen from the Tables 3 and 4 the solution showed a high precision and 
recall values of 81.87% and 86.95% respectively. The high precision value indicates that the 
system classified the news articles correctly of all the articles that is recalled. The high recall 
value indicates that the system recalled correctly out of all the events that it deems to be 
correct. Both of these measures shows that the system has good performance in evaluating the 
reliability of news articles and identifying potential „Fake News‟. 
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Table 3. Confusion Matrix of the results (article count and percentages) 
 Actual Value 

Positives Negatives 

P
re

d
ic

te
d
 V

a
lu

e
 

P
o
s
it
iv

e
 

1106 
(71.77%) 

245 
(15.90%) 

N
e
g
a
ti
v
e
 

166 
(10.77%) 

24 
(1.56%) 

 
 

Table 4. Precision, Recall and Accuracy 
Measures Precision Recall Accuracy 

Values 0.81865285 0.869496855 0.733290071 
Percentage 81.87% 86.95% 73.33% 

 
 

The accuracy of the system is at 73.33% and also gave a low true negative of 1.56% 
and a high false negative of 10.77%. One probable reason for this could due to the dataset is 
not being well balanced in terms of reliable and unreliable article count. There are 7634 reliable 
articles while only 1569 unreliable articles in the final dataset. This difference in the size of the 
dataset might have affected the ability of the system to identify the features of the unreliable 
articles. The results could be improved if the number of articles and unreliable articles used 
were more balanced. 
 
 
6. Conclusion 

In this project, a news reliablility evalutation system consisting of several Natural 
Language Processing techniques and a topic detection method, Latent Semantic Analysis was 
implemented in order to explore its performance in helping users to automatically identify fake 
news articles on the Internet. The results have displayed good accuracy and also showed great 
potential as these techniques are not restricted to the domain of news articles. With some 
modification, it may be extended to other domains such as fraud detection, data anomaly 
checking, sentiment analysis and so forth. 

For future direction, it would be interesting to perform experiments to compare 
performance of Latent Semantic Analysis (LSA) with Latent Dirichlet Allocation (LDA) and Non-
negative Matrix Factorization (NMF) on in the domain of fake news detection. By performing the 
said experiment, the effectiveness of each technique as well as find out the strengths and 
weaknesses of each technique can be identified. Another technique to explore would be the 
“semantically similar” methods such as Word Mover‟s Distance (WMD) algorithm which can take 
into account of negation in sentences. This would greatly improve the accuracy of the system.  
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