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 Collaborative filtering (CF) is a method to be used in recommendation 

systems. CF works by analyzing rating data patterns from previous users to 

produce recommendations according to their interests. However, it faces a 

crucial problem, sparsity, a condition where a lot of data is empty, which will 

affect the quality of the recommendations produced. To state this problem, the 

purpose of this study is to input methods including mean, min, max, and k-

nearest neighbor imputation (KNNI). The steps taken include imputation of 

empty data, followed by similarity calculations using the cosin similarity 

method, and evaluation using root mean square error (RMSE). The 

experimental result shows that the mean method is excellent with an average 

similarity value of 0.99 and an RMSE value of 0.98. 
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1. INTRODUCTION 

Information technology provides suitability both obtaining various information and disseminating 

information. Information technology can be used to improve services. Optimal service is very important for 

companies and agencies. Therefore, many organizations implement it to make this happen. One of these media 

is an online system such as e-commerce. E-commerce will provide product or service recommendations 

according to the user’s interests. The recommendation system is worked by searching for the most relevant 

information to the user’s interests obtained from large amounts data. Furthermore, it is to produce suitable 

recommendations. The recommendation system is to reduce users’ effort and time in searching for information 

that suits their interests [1]. The most relevant recommendations can be made with content-based filtering [2]–[4] 

demographic filtering [5], [6], collaborative filtering (CF) [7]–[9], and hybrid filtering [2], [10]–[12]. CF is a 

successful method and widely used in recommendation systems [13]. 

This method works by analyzing rating data patterns to make predictions. Moreover, CF method is a 

simple and efficient method [8]. CF is further divided into two categories, namely memory-based approach 

and model-based approach [1], [14]. The memory-based approach generally performs well with dense data, 

whereas with sparse data (sparsity) the approach is less reliable. Sparsity is a condition where data is not fully 

filled in or is sparse. The users cannot give an expected rating for the item. Apart from that, there are new users 

who don’t like the item or leave the item without giving a rating. If the condition rating data is sparse, it is 

difficult to determine similarities between users, so the quality of the resulting recommendations is low [15]. 

https://ejournal.poltektedc.ac.id/index.php/tedc/article/view/154
https://ejournal.poltektedc.ac.id/index.php/tedc/article/view/154
https://creativecommons.org/licenses/by-sa/4.0/
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Several studies have been carried out to overcome the sparsity problem. Alhijawi et al. [16] proposes 

a statistics-based method by utilizing a user-item rating matrix and an item-feature matrix to build a user 

interest print (UIP) matrix. UIP is a filled (dense) matrix that stores data on the level of user satisfaction with 

an item’s semantic feature [16]. Furthermore, Yu [17] proposed an item CF algorithm based on attribute 

similarity. Mohamed et al. [15] using cluster-based association rules to solve sparsity problems and increase 

accuracy. Meanwhile, this study uses imputing missing values to overcome the sparsity problem in CF. Data 

with a lot of blanks will be filled in with several missing value imputation techniques, namely mean, min, max 

and k-nearest neighbor (KNN) imputer to replace ratings with empty values (NaN). By imputation missing 

values, the sparsity problem can be overcome so that the quality of recommendations can be improved. 

 

 

2. METHOD 

This study was carried out in several stages of activities from literature study, data collection, data 

preprocessing, followed by imputation and cosine similarity techniques, and evaluation was carried out using 

root mean square error (RMSE), as in Figure 1. 

 

 

 
 

Figure 1. Flowchart of research stages 

 

 

− Literature study 

At this stage, this is done by looking for references from various sources such as books, journal 

articles, proceeding articles, and the internet related to recommendation systems, CF, various imputation 

techniques and others. 

− Data collection 

The used data in this study was obtained from the Kaggle website, a website that provides the data 

needed by data scientists and the data was obtained in the form of a comma-separated values (CSV) file. The 

used dataset is the MovieLens dataset. MovieLens is a data collection that is most often used in research, 

MovieLens stores information related to users and movies [18]. The MovieLens 100 K dataset has 100,000 

ratings given by 943 users to 1682 movies on a scale of 1-5, so this data contains a sparsity of 93.7% [19]–[21]. 

− Pre-processing data 

The preprocessing stage involves importing data from the CSV file, and continuing by combining the 

data between rating data, movie data and user data, and in the form of a pivot table. 

 



TELKOMNIKA Telecommun Comput El Control   

 

Imputation missing value to overcome sparsity problems (RZ Abdul Aziz) 

951 

− Imputation missing value 

Using statistical or machine learning methods to estimate selected observation data to replace empty 

values. Missing value imputation analyzes patterns is missing as the data output of a classification model [22]. 

This study uses imputation techniques, namely mean, min, max, and KNN imputer [23]. The KNN imputation 

algorithm uses observations that have similar values, namely by determining the K value or the number of 

closest observations that will be used. The imputer KNN equation uses (1) [24]. 
 

𝑑(𝑥𝑎 , 𝑥𝑏) = √∑ (𝑥𝑎𝑗 − 𝑥𝑏𝑗)
𝑛
𝑗=1  (1) 

 

This study uses the Python library to apply imputation techniques. The Python library has an approach 

to missing values by replacing missing data, with several methods of approximating the “mean” value, the 

method of approximating the maximum value “max”, and the minimum value approach “min” [25]. 

− Cosine similarity 

Cosine similarity is a method that works by calculating the level of similarity between two objects. 

This study will be used to compare similarities between users. Cosine similarity calculation uses (2). 
 

(𝑑𝑗, 𝑞) =
∑ (𝑤𝑖𝑗.𝑤𝑖𝑞)
𝑡
𝑖=1

√∑ 𝑤𝑖𝑗
2𝑡

𝑖=1 ∑ 𝑤𝑖𝑞
2𝑡

𝑖=1

 (2) 

 

− Evaluation RMSE 

This study uses RMSE to evaluate the performance of CF from implementing imputation and cosine 

similarity techniques. RMSE is a performance evaluation to calculate the average value which has the squared 

difference between the actual value and the predicted rating value [26], [27]. RMSE calculates the power value 

rooted from the result. RMSE is a matrix that has a very high result matrix when a very high error is not desired 

[28]. RMSE calculation uses (3) [29]. 
 

𝑅𝑀𝑆𝐸 = √∑ (|𝜌𝑖 − 𝑞𝑖|)𝑛
𝑖=1  (3) 

 

 

3. RESULTS AND DISCUSSION 

This study utilizes the imputation method to fill sparsity in the rating data to be used for 

recommendations. The empty data on the rating value appears because every user does not give a rating value 

to all available items. Thus, it makes a difficulty for the system to provide recommendations. 

− Data preprocessing 

In this data preprocessing, it imports data using the Python module, namely Pandas, to read the data 

set from the CSV file. The data is divided into three files. The first is the rating data containing userId, movieId, 

and ratting. Then, the second data is the movie contains movieId, movieNames, and genres. The third file is 

user data, contains userID, gender, age, occupation, and zip. These three data are combined into one and 

produced the data in Table 1. Furthermore, it converts the movie rating data into a pivot table (Table 2) to get 

unfilled rating data from each user. From the pivot table data, it displays a lot of empty data or sparsity to carry 

out imputation in filling the data gaps. 

 

 

Table 1. Rating movie data 
Movie id Movie_names Genres Userid Rating 

1 Toy story (1995) Animation|children’s|comedy 308 4 

4 Waiting to exhale (1995) Comedy|drama 308 5 
5 Father of the bride part II (1995) Comedy 308 4 

7 Sabrina (1995) Comedy|romance 308 4 

8 Tom and huck (1995) Adventure|children’s 308 5 

 

 

Table 2. Pivot table on rating movie data 
Movie id 1 2 3 4 5 

User id      

1 5 3 4 3 3 
2 4 Nan Nan Nan Nan 

3 Nan Nan Nan Nan Nan 

4 Nan Nan Nan Nan Nan 
5 4 3 Nan Nan Nan 
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− Imputation 
At this stage, it is done by using 4 methods, namely mean, max, min and k-nearest neighbor imputation 

(KNNI), to fill in the gaps in the pivot table of the movie rating data above. For imputation, it uses the modules 

available in Python, namely the Pandas module for mean, max and min imputation. Meanwhile, it uses the 

“sklearn.impute” KNN imputer module for KKN-imputation. 

The mean imputation method in the Pandas data module is taken from the average value in each movie 

column in the userId row. Then, it is added up and filled for each empty column (NaN) and the results of the 

mean imputation method can be seen in Table 3, but the mean is still producing a decimal value. Meanwhile, 

the rating required is a rounded value of 1-5 in Table 4. 

 
 

Table 3. Pivot table on imputation mean Table 4. Pivot table on rounding the mean 
User id 1 2 3 4 5 

1 5 3 4 3 3 
2 4 3,2061 3,0333 3,5502 3,3023 

3 3,8783 3,2061 3,0333 3,5502 3,3023 

4 3,8783 3,2061 3,0333 3,5502 3,3023 
5 4 3 3,0333 3,5502 3,3023 

 

User id 1 2 3 4 5 

1 5 3 4 3 3 
2 4 3 3 4 3 

3 4 3 3 4 3 

4 4 3 3 4 3 
5 4 3 3 4 3 

 

 
 

The min imputation method also uses the Pandas module. It is taken from the smallest value in each 

movie column in the userId row and filled in each empty column (NaN). Therefore, the smallest value of the 

rating is 1, for the min method imputation results can be seen in Table 5. 

The imputation max method also uses the Pandas module, the same as the mean and min methods, 

but for this method the data is taken from the largest value in each movie column in the userId row and filled 

in each empty column (NaN), the largest value of the rating is 5 for the max method imputation results can be 

seen in Table 6. The KNN imputer imputation method also uses a module available in Python, it set the K value 

for this method to 1 to observe the closest value that will be used from an empty data column, the results of the 

KNN imputer imputation method can be seen in Table 7. 
 

 

Table 5. Pivot table imputation min on data rating 

movie 

Table 6. Pivot table imputation max on data rating 

movie 
User id 1 2 3 4 5 

1 5 3 4 3 3 

2 4 1 1 1 1 

3 1 1 1 1 1 
4 1 1 1 1 1 

5 4 3 1 1 1 
 

User id 1 2 3 4 5 

1 5 3 4 3 3 

2 4 5 5 5 5 

3 5 5 5 5 5 
4 5 5 5 5 5 

5 4 3 5 5 5 
 

 

 

Table 7. Pivot table imputation KNN imputer on rating movie data 
User id 1 2 3 4 5 

1 5 3 4 3 3 

2 4 3 4 4 4 
3 4 2 1 3 3 

4 5 3 4 5 4 

5 4 3 1 4 4 

 

 

− Cosine similarity 

The next step is to carry out cosine similarity calculations in each imputation results table and to 

determine the closeness of each imputation value and it can be seen in the following table. In Table 8, it is the 

results of cosine similarity calculations with mean imputation. From the calculation results, it can be seen an 

average value of 0.99. 
 

 

Table 8. Mean method of cosine similarity 
 0 1 2 3 4 

0 0 0.990674 0.989397 0.990442 0.985293 

1 0.990674 0 0.996176 0.997156 0.990484 

2 0.989397 0.996176 0 0.99609 0.989424 
3 0.990442 0.997156 0.99609 0 0.990772 

4 0.985293 0.990484 0.989424 0.990772 0 

https://ejournal.poltektedc.ac.id/index.php/tedc/article/view/154
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Table 9 states the results of the cosine similarity calculation with min imputation. It can be seen that 

the average value is 0.88. In Table 10, it is the results of cosine similarity calculations with Max imputation. It 

can be seen an average value of 0.98. 
 

 

Table 9. Min method of cosine similarity Table 10. Max method of cosine similarity 
 0 1 2 3 4 

0 0 0.82597

6 

0.82343

3 

0.82377

8 

0.84639

5 

1 0.82597
6 

0 0.92037
7 

0.92545
5 

0.86805
9 

2 0.82343

3 

0.92037

7 

0 0.95536

8 

0.88378

8 
3 0.82377

8 

0.92545

5 

0.95536

8 

0 0.88101

1 

4 0.84639
5 

0.86805
9 

0.88378
8 

0.88101
1 

0 

 

 0 1 2 3 4 

0 0 0.98489

4 

0.98253 0.98713 0.97818

7 

1 0.98489
4 

0 0.99389
1 

0.99750
1 

0.98356
8 

2 0.98253 0.99389

1 

0 0.99503

6 

0.98045

3 
3 0.98713 0.99750

1 

0.99503

6 

0 0.98567

7 

4 0.97818
7 

0.98356
8 

0.98045
3 

0.98567
7 

0 

 

 

 

In Table 11, it is the results of cosine similarity calculations with KNN imputer imputation. From the 

calculation results, it can be seen an average value of 0.92. Based on the results of the four-imputation data, 

the average similarity value data is in Table 12. The highest similarity value was shown in the mean imputation 

method with 0.99. it showed that Mean imputation can improve the quality of recommendations better than the 

min, max, and KNNI methods. 

− The results of RMSE test 

After carrying out imputation and calculating the similarity values, RMSE performance testing is 

carried out with results as in data Table 13. 
 

 

Table 11. KNNI method of cosine similarity 
 0 1 2 3 4 

0 0 0.943055 0.923853 0.936458 0.937643 

1 0.943055 0 0.93203 0.940095 0.93119 

2 0.923853 0.93203 0 0.921892 0.917673 
3 0.936458 0.940095 0.921892 0 0.924012 

4 0.937643 0.93119 0.917673 0.924012 0 

 
 

Table 12. Mean of cosine simlarity Table 13. The result of RMSE 

Imputation Mean Min Max KNN-I 

Mean of 

similarity 

0.992469 0.889397 0.989933 0.927114 

 

 Without 

imputation 
Mean Min Max 

RMSE 1.10871 0.98213 1.15145 1.14454 
 

 

 

The sparsity problem is a crucial problem because it will affect the quality of the recommendations 

provided. One technique to solve this problem is the missing value imputation technique. This research uses 

mean, min, max, and KKN-I imputation techniques and carries out evaluations by implementing cosin 

similarity and RMSE. 

The test results showed that the excellent value from the mean imputation method with an RMSE 

value=0.98213. It is the smallest value compared to the others. Moreover, it showed that the resulting prediction 

value is better. In addition, it is supported by the highest similarity value, namely 0.99. Based on the evaluation 

results, it can be concluded that the imputation method, especially mean. It can overcome the sparsity problem 

in CF and it is able to improve the quality of recommendations. 

 

 

4. CONCLUSION 

The quality of recommendations is vital in personal service. Therefore, several problems that 

frequently occur, such as sparsity, must be resolved immediately. Sparsity is a rare data condition, so it will 

affect the quality of the recommendations produced. Therefore, this research proposes a missing value 

imputation method to solve this problem. The missing value imputation methods used in this research include 

min, max, and KNNI. Apart from that, it uses the cosin similarity and RMSE methods for evaluation. The 

experimental result shows that the mean imputation method is excellent for the min, max, and KNNI imputation 

methods with similarity value of 0.99 and the smallest RMSE value with 0.98. This shows that the mean 

imputation method can solve the sparsity problem and improve the quality of recommendations. 
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