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 This research paper provides a detailed examination of different convolutional 

neural network (CNN) structures used in Covid-19 image classification tasks. 

The study thoroughly investigates the performance of classic CNN, visual 

geometry group (VGG), and ResNet-50 architectures across a variety of 

datasets. The analysis focuses on evaluating the efficacy of each architecture 

by considering metrics such as accuracy, precision, recall, and F1-Score. The 

experimental results reveal that the ResNet-50 architecture achieves the 

highest performance with an accuracy rate of 96.63%, outperforming both 

VGG and classic CNN models. This finding emphasizes the importance of 

architectural choices and hyperparameter selection in achieving optimal 

performance in image classification tasks. The combination of the ResNet-50 

architecture with the Adam optimizer demonstrates its effectiveness in 

improving classification accuracy. These findings contribute to the field of 

deep learning by providing valuable insights into the performance analysis of 

CNN architectures and highlighting the significance of selecting appropriate 

hyperparameters for optimal model performance. The selection of VGG and 

ResNet-50 architectures was based on their strong feature extraction 

capabilities, proven state-of-the-art performance, and their suitability for 

transfer learning. VGG and ResNet-50 also have widely available pre-trained 

models, facilitating their usage and experimentation. 

Keywords: 

Classic convolutional neural 

network 

Convolutional neural network 

Covid-19 

RestNet-50 

VGGNet 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Christy Atika Sari 

Study Program in Informatics Engineering, Faculty of Computer Science, University of Dian Nuswantoro 

Imam Bonjol 207, Semarang, 50131, Central Java, Indonesia  

Email: christy.atika.sari@dsn.dinus.ac.id 

  

  

1. INTRODUCTION 

Covid-19 pandemic has garnered global attention since its emergence in early 2020 [1]. This novel 

coronavirus, also known as SARS-CoV-2, has had far-reaching and significant impacts worldwide [2]. Its rapid 

and easily transmissible nature has led to alarming increases in cases and fatalities, as well as severe social, 

economic, and health consequences [3]. The declaration by the World Health Organization (WHO) of Covid-19 

as a global public health emergency has had a profound impact on almost every aspect of human existence [4]. 

Governments across the globe continue to implement various measures, including vaccine development and 

restrictive policies, in their ongoing efforts to curb the spread of the virus. Nevertheless, the Covid-19 situation 

remains a complex and evolving challenge, with long-term implications that are still not fully understood [3], [4]. 

Medical technologies like computed tomography (CT) scans and magnetic resonance imaging (MRI) 

have played a crucial role in diagnosis and monitoring [5], [6]. CT scans have played a crucial role in identifying 

lung abnormalities associated with the virus, enabling healthcare providers to evaluate the extent of infection and 

https://creativecommons.org/licenses/by-sa/4.0/
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deliver suitable medical interventions [7]. The use of high-resolution CT scans has been instrumental in 

identifying the distinct ground-glass opacities and consolidations in the lungs, facilitating early detection and 

prompt intervention for Covid-19 cases [8]. Similarly, MRI technology has proven valuable in assessing the 

impact of Covid-19 on other organs and systems, such as the cardiovascular and nervous systems [9]. By 

providing detailed anatomical and functional information, MRI scans aid in identifying potential complications 

and guiding therapeutic decisions [10]. These advanced imaging techniques have revolutionized the 

understanding and management of Covid-19, empowering healthcare providers to deliver more accurate and 

targeted care to those affected by the virus. 

The adoption of convolutional neural network (CNN) techniques has demonstrated significant 

effectiveness in enhancing the classification of individuals with Covid-19, community-acquired pneumonia 

(CAP), and non-Covid conditions. This approach has proven to be highly effective in improving the accuracy 

of distinguishing between these different medical conditions [11], [12]. CNN is an advanced deep learning 

algorithm that has been specifically developed to excel in image processing and pattern recognition tasks. Its 

architecture is designed to effectively analyze and extract features from images, making it particularly well-suited 

for various visual recognition tasks [13]. These layers are designed to identify patterns and structures within the 

images, enabling the CNN to learn and recognize meaningful features that can aid in accurate medical 

diagnoses [14]. By training the CNN model on a large dataset of labeled images, it can learn to differentiate 

distinct patterns and characteristics associated with Covid-19, coronary artery disease (CAD), and non-Covid 

conditions [14], [15]. This trained model can then be applied to classify new medical images, enabling accurate 

and efficient diagnosis. The incorporation of CNN into medical imaging analysis holds significant potential in 

enhancing the identification and differentiation of these conditions, ultimately leading to more timely and 

targeted medical interventions [16], [17].  

  

2. METHOD 

2.1.  Related research 

This section presents a literature survey on various techniques employed in the development of 

ResNet, VGGNet, and classic layers based on CNN, along with their advantages and limitations. Showkat and 

Qureshi [18] represented an important contribution in the field of chemometrics and analytical chemistry. In 

their study, focused on developing a novel approach for multivariate calibration using deep learning techniques. 

The researchers introduced a novel deep CNN architecture that combined the ResNet architectures with 

traditional layers. This integration was aimed at improving the predictive performance of chemometric models. 

By incorporating ResNet structures into the CNN, the researchers sought to enhance the ability of the model 

to accurately predict and analyze chemical data. The combination of these architectures allowed for the 

extraction of both low-level and high-level features from spectral data, enabling more accurate and robust 

calibration models. The authors demonstrated the effectiveness of their approach through extensive 

experiments on various chemical datasets, achieving superior performance compared to traditional 

chemometric methods. Paymode and Malode [19] represented an important milestone in the field of artificial 

intelligence and image analysis. In their study, explored the application of VGGNet architectures in the context 

of facial recognition systems. By leveraging the depth and skip connections of the stacked convolutional layers 

of VGGNet, they aimed to improve the accuracy and robustness of facial recognition algorithms. Through 

extensive experiments on benchmark datasets, they demonstrated the superiority of their proposed approach 

compared to traditional methods. However, their research also highlighted certain limitations, such as the 

computational complexity associated with deeper networks and the need for a significant amount of labeled 

training data. In this study,we focused on investigating the integration of VGG, ResNet, and classic CNN 

architectures to improve the overall performance of CNNs in image classification tasks. We explored how 

combining these different architectures can enhance the capabilities of CNNs and potentially achieve better 

results in accurately classifying images. By combining the strengths of these three architectures, we aimed to 

leverage the deep feature extraction capabilities of visual geometry group (VGG), the skip connections of 

ResNet for improved gradient flow, and the simplicity and efficiency of classic CNN layers. The experimental 

results on a benchmark image dataset demonstrated that the fused architecture outperformed individual 

architectures in terms of accuracy and robustness. 

  

2.2.  Proposed method 

In this study, we propose a hybrid method that combines the strengths of classic CNN architectures, 

namely VGG and ResNet, to enhance the performance of image recognition tasks. Our approach leverages the 

deep feature extraction capabilities of VGG, which excels in capturing fine-grained details, with the skip 

connections of ResNet, which allows for efficient propagation of gradients during training. To assess the 

performance of the proposed method, we conducted comprehensive experiments on widely recognized 

benchmark datasets. Our objective was to evaluate how the method performed in comparison to individual 
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VGG and ResNet models. Through these experiments, we aimed to quantify the improvements achieved by 

our approach and provide a comparative analysis of its performance against the standalone VGG and ResNet 

models as shown in Algorithm 1, Algorithm 2, and Figure 1. 

 

Algorithm 1. VGG architecture 
1. Image Input Layer ← 𝑊𝑖𝑑𝑡ℎ𝑖𝑛 × 𝐻𝑒𝑖𝑔ℎ𝑡𝑖𝑛  × 𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑖𝑛 ← 200 × 200 × 1 
2. Convolutional Layer 1: 

− Convolution operation with a filter size 3 × 3 × 8 𝐹𝑖𝑙𝑡𝑒𝑟𝑠. 

− Padding ← ′𝑠𝑎𝑚𝑒′. 

− ReLU function is Actived. 

3. Max Pooling Layer: Max pooling size ← 2 ×  2 with a stride ← 2. 
4. Convolutional Layer 2: 

− Convolution operation with a filter size 3 × 3 × 16 𝐹𝑖𝑙𝑡𝑒𝑟𝑠. 

− Padding ← ′𝑠𝑎𝑚𝑒′. 

− ReLU function is Actived. 

5. Max Pooling Layer: Max pooling size ← 2 ×  2 with a stride ← 2. 
6. Convolutional Layer 3: 

− Convolution operation with a filter size 3 × 3 × 16 𝐹𝑖𝑙𝑡𝑒𝑟𝑠. 

− Padding ← ′𝑠𝑎𝑚𝑒′. 

− ReLU function is Actived. 

7. Convolutional Layer 4: 

− Convolution filter size: 3 × 3 × 32 𝐹𝑖𝑙𝑡𝑒𝑟𝑠. 

− Padding ← ′𝑠𝑎𝑚𝑒′. 

− ReLU function is Actived. 

8. Max Pooling Layer: Max pooling size ← 2 ×  2 with a stride ← 2. 
9. Convolutional Layer 5: 

− Convolution filter size: 3 × 3 × 64 𝐹𝑖𝑙𝑡𝑒𝑟𝑠. 

− Padding ← ′𝑠𝑎𝑚𝑒′. 

− ReLU function is Actived. 

10. Max Pooling Layer: Max pooling size ← 2 ×  2 with a stride ← 2. 
11. Fully Connected Layer 1: 

− Matrix multiplication ← 4096 𝑛𝑒𝑢𝑟𝑜𝑛𝑠. 

− ReLU function is Actived. 

12. Dropout Layer 1: Dropout rate ← 0.5. 
13. Fully Connected Layer 2: 

− Matrixmultiplication ← 4096 𝑛𝑒𝑢𝑟𝑜𝑛𝑠. 

− ReLU function is Actived. 

14. Dropout Layer 2: Dropout rate ← 0.5. 
15. Fully Connected Layer 3: Matrix multiplication with 3 𝑛𝑒𝑢𝑟𝑜𝑛𝑠 (replace 3 with the number 

of classes). 

16. Softmax Layer: Softmax activation function to generate class probabilities. 
17. Classification Layer: Classification layer for multi-class classification. 

 

Algorithm 2. Resnet-50 architecture 
1. Image Input Layer ← 𝑊𝑖𝑑𝑡ℎ𝑖𝑛 × 𝐻𝑒𝑖𝑔ℎ𝑡𝑖𝑛  × 𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑖𝑛 ← 200 × 200 × 1 
2. Convolutional Layer: 

− Convolution filter size: 7 ×  7 ×  64 𝑓𝑖𝑙𝑡𝑒𝑟𝑠. 

− Stride ← 2. 

− Padding ← 3. 

3. Batch Normalization Layer: Normalization operation of the previous layer. 

4. ReLU Layer: Element-wise ReLU of the previous layer. 

5. Max Pooling Layer: 

− Max pooling size ←  3 ×  3. 

− Stride ← 2. 

− Padding ←1. 

6. Convolutional Layer of Residual Blocks 1: 

− Convolution filter size:1 × 1 ×  𝑛𝑢𝑚𝐹𝑖𝑙𝑡𝑒𝑟𝑠1 ← 1 ×  1 ×  128 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 

− Stride ← ′𝑠𝑡𝑟𝑖𝑑𝑒′. 

− Padding ← 0. 

7. Convolutional Layer of Residual Blocks 2: 

− Convolution filter size:1 × 1 ×  𝑛𝑢𝑚𝐹𝑖𝑙𝑡𝑒𝑟𝑠1 ← 1 ×  1 ×  256 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 

− Stride ← ′𝑠𝑡𝑟𝑖𝑑𝑒′. 

− Padding ← 0. 

8. Convolutional Layer of Residual Blocks 3: 

− Convolution filter size:1 × 1 ×  𝑛𝑢𝑚𝐹𝑖𝑙𝑡𝑒𝑟𝑠1 ← 1 ×  1 ×  512 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 

− Stride ← ′𝑠𝑡𝑟𝑖𝑑𝑒′. 

− Padding ← 0. 

9. Average Pooling Layer: 
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− Average pooling size ← [1 1]. 
10. Fully Connected Layer: Matrix multiplication with 3 𝑛𝑒𝑢𝑟𝑜𝑛𝑠 (replace 3 with the number of 

classes in your case). 

11. Softmax Layer: Softmax activation of the previous layer to generate class probabilities. 
12. Classification Layer: Classification layer for multi-class classification. 

 

 

 
 

Figure 1. Flowchart of proposed hybrid method 

 

 

The difference between the provided mathematical expressions lies in the architecture and ordering 

of the layers. The first expression reflects an architecture inspired by the VGG network with repeated 

convolutions and several fully connected layers, while the second expression represents a simple residual block 

structure within a network. The first mathematical expression incorporates convolutional layers, pooling layers, 

fully connected layers, and activation layers like ReLU and softmax. In contrast, the second expression consists 

of convolutional layers, batch normalization layers, and ReLU layers, reflecting a residual block commonly 

found in deep network architectures like ResNet. Comparing the two expressions, the first one is more intricate 

and suitable for general classification tasks with extensive datasets. On the other hand, the second expression, 

with its residual block structure, is commonly used in deeper and more complex network architectures like 

ResNet. Based on layers CNN can be seen in Figures 2 and 3, where Figure 2 represent VGGNet layers, and 

Figure 3 represent ResNet layers. 
  

 

 
 

Figure 2. Proposed VGGNet architecture layers based on Algorithm 1 
 
 

 
 

Figure 3. Proposed ResNet-50 architecture layers based on Algorithm 2 
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2.3.  Dataset  

The dataset used in this study was obtained from Kaggle and consisted of medical images obtained 

through CT scans [20]. The initial size of the images was 512×512×1, but they were resized to 200×200×1 

during preprocessing. The dataset comprised a total of 17,103 data samples, which were further filtered down 

to 16,169 samples for analysis. The dataset was divided into three distinct classes for classification purposes. 

These images offer detailed visual information that can be leveraged to train and test algorithms, advancing 

the field of medical imaging and enabling more accurate diagnoses and treatments. In Figures 4(a)-(c), there 

are 9 sample data instances selected as a representation of the total dataset consisting of 16,169 samples image. 

These samples serve as representative examples, offering a glimpse into the overall dataset’s composition. 

Each sample exhibits unique characteristics and features, showcasing the diversity present within the dataset. 

By visually examining these selected examples, one can gain an understanding of the range of patterns and 

variations that the models are expected to accurately classify. 

 

 

   
(a) (b) (c) 

 

Figure 4. Sample of visualzation Covid-19 dataset; (a) Covid-19, (b) CAP, and (c) non Covid-19 

 

 

2.4.  CNN 

CNN is an advanced deep learning algorithm explicitly developed for analyzing visual data, including 

images. It is extensively employed in computer vision tasks such as image classification, object detection, and 

image segmentation [21]. CNNs are constructed with specialized layers that effectively capture local patterns 

and spatial hierarchies present in the input data. The fundamental components of a CNN include convolutional 

layers, pooling layers, and fully connected layers. Convolutional layers utilize filters to extract relevant features 

from input images, enabling them to capture both low-level details and high-level representations. Pooling 

layers perform downsampling on the obtained feature maps, reducing their spatial dimensions while preserving 

essential information. Fully connected layers establish connections between the extracted features and the final 

output layer, facilitating tasks like classification or regression. Training a CNN involves employing 

backpropagation and gradient descent algorithms to adjust the network’s weights and biases, with the aim of 

minimizing the discrepancy between predicted and actual outputs. 

 

2.5.  Result analysis 

Confusion matrix is a crucial tool for evaluating the performance of a classification model. It is used 

to present a tabular representation of predicted and actual labels, enabling a detailed analysis of the model’s 

accuracy. The matrix consists of four main metrics: true positives (TP), false positives (FP), true negatives 

(TN), and false negatives (FN). TP indicate the number of correctly predicted positive instances, FP represent 

the number of incorrect positive predictions, TN are the number of correct negative predictions, and FN are 

the number of incorrect negative predictions. It is important to note that the ResNet and VGG architectures 

mentioned earlier may yield different results when evaluated using the confusion matrix due to their unique 

architectural designs and parameter configurations as in (1)-(4). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ) 

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 )
 (4) 

 

In the context of a confusion matrix, TP denotes the number of positive samples that the model 

accurately classified. FP represents the number of negative samples that were incorrectly classified as positive. 

FN indicates the number of positive samples that were inaccurately classified as negative. Lastly, TN signifies 
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the number of negative samples that the model correctly classified. These metrics help assess the performance 

of a classification model and evaluate its ability to distinguish between different classes accurately. 

 

 

3. RESULTS AND DISCUSSION 

In this study, the data used for analysis was obtained from Kaggle, a popular platform for sharing and 

exploring datasets. The dataset was carefully filtered and refined, resulting in a final sample size of 16,169 

instances, as discussed in subsection 2.3. The analysis focused on various aspects, including feature extraction, 

model training, and performance evaluation. The results obtained from the analysis provide valuable insights 

into the effectiveness of the proposed approach. The discussion revolves around the accuracy of the models, 

the impact of different architectural choices, and the significance of the findings in addressing the research 

objectives. Based on proposed method (1) to (4), results of this study using classic layers, VGGNet architecture, 

and ResNet architecture method can be seen below. Based on the evaluation results presented in Table 1, to 

assess the performance of the models, a comparative analysis was conducted, evaluating metrics such as 

accuracy, precision, recall, and F1 score. The results of this analysis indicated significant variations in these 

performance measures across the different approaches.  

 

 

Table 1. A result from our proposed method 
CNN architecture Optimization Accuracy (%) Recall (%) Precision (%) Specificity (%) F1-Score (%) 

Classic layers Adam 93.32 100 100 100 100 
SGDM 93.29 98.43 99.40 99.74 98.92 

VGGNet Adam 95.70 99.61 97.20 98.79 99.62 

SGDM 94.92 99.81 99.05 99.58 99.43 
ResNet-50 Adam 96.63 99.23 100 100 99.62 

SGDM 96.11 98.13 99.36 100 98.88 

  

 

Based on Figure 5, the evaluation results obtained from the various CNN architectures demonstrate a 

consistent performance across the board, with all architectures achieving accuracy rates above 90%. Among 

the evaluated architectures, ResNet-50 emerged as the most effective in terms of overall performance. ResNet-50 

achieved an impressive accuracy of 96.63%, along with excellent recall, precision, specificity, and F1-Score 

values. This indicates its ability to correctly classify instances and maintain a high level of precision in 

predicting positive cases. The performance of ResNet-50 showcases the benefits of utilizing its deep residual 

structure, which enables the model to effectively capture intricate features and improve the discriminative 

power of the network. Therefore, based on these evaluation results, ResNet-50 proves to be the most suitable 

and effective architecture for the given task, surpassing the performance of both the classic layers and VGGNet 

architectures. Based on experiments listed in Table 2, it is remarkable to note that each classification attempt 

achieved a perfect accuracy rate of 100%. This signifies that none of the classification experiments resulted in 

any failures or false predictions.  

 

 

 
 

Figure 5. Results of CNN architecture 
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Table 2. Testing results of classification 
CNN Optimization Prediction Actual class 

Classic layers Adam Covid (True) Covid 
SGDM Covid (True) Covid 

Adam CAD (True) CAD 

SGDM CAD (True) CAD 
Adam Non Covid (True) Non Covid 

SGDM Non Covid (True) Non Covid 

VGGNet Adam Covid (True) Covid 
SGDM Covid (True) Covid 

Adam CAD (True) CAD 

SGDM CAD (True) CAD 
Adam Non Covid (True) Non Covid 

SGDM Non Covid (True) Non Covid 

ResNet-50 Adam Covid (True) Covid 
SGDM Covid (True) Covid 

Adam CAD (True) CAD 

SGDM CAD (True) CAD 

Adam Non Covid (True) Non Covid 

SGDM Non Covid (True) Non Covid 

 

 

In comparison phase based on Table 3, a comparative analysis of various methods based on previous 

research efforts. Mukherjee et al. [22] employed a deep neural network (DNN) approach, achieving an accuracy 

of 96.28%. Their method demonstrated high recall (97.92%) and precision (94.81%), along with notable 

specificity (94.64%) and an F1-Score of 96.34%. Shorfuzzaman et al. [23] utilized a combination of deep 

artificial neural network (ANN) and ResNet-50V2, achieving an accuracy of 95.49%. Their model exhibited 

excellent recall (99.19%) and precision (96.85%), alongside high specificity (98.27%) and an F1-Score of 98%. 

Shankar and Perumal [24] implemented deep CNN with InceptionV3 (GoogleNet), achieving an accuracy of 

94.08%. Their method showed balanced recall (93.61%) and precision (94.85%), with specificity at 94.56% 

and an F1-Score of 93.20%. In the study by Punitha et al. [25], an attention-based convolutional neural network 

(ABCNN) yielded an accuracy of 92.37%, with no reported recall or precision metrics. Lastly, the proposed 

method in this study combined deep CNN with ResNet-50, achieving the highest accuracy of 96.63%. This 

method demonstrated superior recall (99.23%), precision (100%), specificity (100%), and an impressive F1-Score 

of 99.62%. 

 

 

Table 3. Several comparison results based on previous research 
Author Method Accuracy 

(%) 
Recall 

(%) 
Precision 

(%) 
Specificity 

(%) 
F1-Score 

(%) 

Mukherjee et al. [22] DNN 96.28 97.92 94.81 94.64 96.34 

Shorfuzzaman et al. [23] Deep ANN+ResNet-50V2 95.49 99.19 96.85 98.27 98 

Shankar and Perumal [24] Deep CNN+InceptionV3 
(GoogleNet) 

94.08 93.61 94.85 94.56 93.20 

Punitha et al. [25] ABCNN 92.37 - - - - 
Proposed method Deep CNN+ResNet-50  96.63 99.23 100 100 99.62 

 

 

Among the various architectures employed in the study, the most outstanding research finding was 

achieved using the ResNet architecture, which obtained an impressive accuracy of 96.63%. This result 

showcases the superiority and effectiveness of the ResNet model in accurately classifying the given dataset. In 

comparison to other researchers in the field, the accuracy attained by the ResNet model surpasses many 

previous studies. It demonstrates the capability of ResNet to effectively capture intricate features and achieve 

superior performance in image classification tasks. The remarkable accuracy achieved by the ResNet model 

solidifies its position as a state-of-the-art architecture for image classification, highlighting its significance in 

advancing setting a new benchmark for future research. 

 

 

4. CONCLUSION 

The evaluation and comparison of different CNN architectures conducted in this study indicate that 

the classic CNN and VGG architectures do not outperform the ResNet-50 architecture in terms of image 

classification performance. The results of the study suggest that the ResNet-50 architecture exhibits superior 

performance and accuracy when applied to image classification tasks compared to the classic CNN and VGG 

architectures. The results consistently show that ResNet-50 outperforms both classic CNN and VGG, achieving 

a significantly higher accuracy rate of 96.63%. This finding highlights the limitations of the classic CNN and 
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VGG architectures in capturing intricate features and achieving optimal classification accuracy. Therefore, for 

image classification tasks, the ResNet-50 architecture should be considered as the preferred choice due to its 

superior performance and ability to effectively classify images. This conclusion emphasizes the importance of 

selecting appropriate architectures in deep learning models and highlights the significance of the ResNet-50 

architecture in advancing image classification tasks. For future research, there are several areas that can be 

explored to further enhance the development of image classification models. Firstly, investigating the 

application of transfer learning techniques with the ResNet-50 architecture could prove beneficial. By 

leveraging pre-trained models on larger datasets, the model’s generalization and performance on specific image 

classification tasks can be improved. Additionally, exploring ensemble methods, such as combining multiple 

CNN architectures or incorporating additional classifiers, may lead to even higher accuracy rates. 
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